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PRODUCTION OF CEA CASINGS BASED ON COMBINED FDM TECHNOLOGY
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Abstract
The article discusses aspects related to the evaluation of high production of electronic equipment (CEA), based on combined FDM technology.

Key words: Science intensive production, radio electronics, industry, evaluation, additive technologies.

Electronic equipment requires special casings. Only with a special chassis can you create a safe and efficient instrument. Chassis cannot be universal, each requires its own unique design. Electronics production is now coming to a new level.

With the development of the electronic industry, which is known to be very turbulent in our time, the elemental base, which has a clear trend towards miniaturization, is being updated particularly rapidly. The compactness and availability of electronic components and parts has resulted in a marked recovery in the development of new and high-R and D e-devices.

The industry-based economy is characterized by an indicator of intensity production, measured by the ratio of R and D expenditure (VNIOKR) to the gross output of the industry (VVP):

\[(\text{VNIOKR} / \text{VVP}) \times 100\%\],

It is believed that for knowledge-based industries, this figure should be 1.2-1.5 times higher than the average manufacturing industry.

Manufacturing CEA This is a very time-consuming and professional work that process a long time. And the number of parts is measured not by tens, hundreds and thousands, but, quite the contrary, things. And for such a "boxed" order doesn't want to take any manufacturer.

The constructs of unique chassis parts sometimes affect their complexity, the saturation of geometric elements, and the variety of forms.

The construction of the chassis part defines the manufacturing technology. In view of the technology to manufacture very small parties or even experienced products in a single instance, the use of FDM technology should be seen.

Most often, the casings of the fixtures are made from sheet metal (carbon, galvanized and stainless steel, as well as aluminium). But unlike sheet metal, plastic casings have a number of undeniable advantages: high strength, resilience to deformation, climatic effects, solid appearance. Also, the undeniable advantage of produced of FDM technology is the possibility of series production.

For CEA shells, an important indicator is the static safety of the protection object, subject to the ratio of [2.3]:

\[W \leq K \leq W_{\text{min}},\]

where \(W_{\text{min}}\) – is the power of the level that may arise within or from the object, J; \(K\) – safety factor selected from the terms of a valid (secure) according to GOST 12.1.004, GOST 12.1.010 probability of ignition or accepted equal to 0, 4; \(W_{\text{min}}\) – minimum ignition energy, J.

Also in production, you must consider the value of abrasion calculate by formula:

\[U = \frac{G_1 - G_2}{F} (\text{c} / \text{cm}^2),\]

where: \(G_1\) – the dry weight of the sample to abrasion; \(G_2\) – the dry weight of the sample after abrasion; \(F\) – area of abrasion.

In low production, it is necessary to use FDM technology to replace molding, which helps reduce production costs.

Before you start the serial production of CEA, you need to design a technical job and design the best structure for the CEA.

Stages of construction of the batch of shells for CEA:
1. The production of a technical task for the development and manufacture of the CEA.
2. Creation of a technology design and the design of the CEA:

The application of this technology allows the reduction process of production of small production of CEA casings.

The parts from the ABS plastic are gluing, drilling, paint. It is also possible to smooth the surface with an acetone bath.

In the processing of acetone, items become smooth and glossy, similar to ceramic products.

Model Requirements:
- minimum wall thickness: 1 mm;
- minimum thickness of convex or engraved part: 0.5 mm;
- standard thickness of the print layer: 200 μm;
- the maximum model size for the printer picaso3d Designer: 200 x 200 x 210 mm;
- The minimum model size: 3 x 3 mm;
- the minimum distance between two parts or walls: 1 mm;
- file format: STL, obj;
- Multiple models in the same STL; file, connected parts, or part in parts are not allowed.

3. Launch the process of the printing of the chassis with the production of CEA casing technology based on combined FDM technology.

4. Cleaning of the CEA.

The application of this technology allows the reduction process of production of small production of CEA casings.

The parts from the ABS plastic are gluing, drilling, paint.

<table>
<thead>
<tr>
<th>Method</th>
<th>Technology</th>
<th>Materials used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extrusion</td>
<td>Simulated by layered melting</td>
<td>Thermoplastics (such as polylactic acid (PLA), acrylonitrile butadiene styrene (ABS), etc.)</td>
</tr>
<tr>
<td>Powder</td>
<td>Direct laser sintering of metals (DMLS)</td>
<td>Almost any metal alloys</td>
</tr>
<tr>
<td>Electronic-ray melting (EBM)</td>
<td>Titanium alloys</td>
<td></td>
</tr>
<tr>
<td>Selective Laser melting (SLM)</td>
<td>Titanium alloys, cobalt-chromium alloys, stainless steel, aluminium</td>
<td></td>
</tr>
<tr>
<td>Selective thermal sintering (SHS)</td>
<td>Powder-thermoplastics</td>
<td></td>
</tr>
<tr>
<td>Selective laser sintering (SLS)</td>
<td>Thermoplastic, metallic powders ceramic powders</td>
<td></td>
</tr>
<tr>
<td>inkjet</td>
<td>Inkjet 3D printing (3DP)</td>
<td>Plaster, plastics, metal powders, sand mixtures</td>
</tr>
<tr>
<td>Lamination</td>
<td>Production laminating method objects (LOM)</td>
<td>Paper, metal foil, plastic film</td>
</tr>
<tr>
<td>Lamination</td>
<td>Stereolithography (SLA)</td>
<td>Photopolymers</td>
</tr>
<tr>
<td>Digital led projection (DLP)</td>
<td>Photopolymers</td>
<td></td>
</tr>
</tbody>
</table>

The Process matrix (table 2) is evaluated in order to determine the significance of the characteristics depending on the types of plastic.
The design of the new CEA Corps can be defined as the process of creating a construction document, which is a graphical, textual or digital model of a future product built on the results of research, processing of technical information, using scientific knowledge that is characteristic of the research processes. Technological, material and planning-organizational preparation of production is a set of work related to the technical and information management of the production processes of direct production of designs, prototypes or a series of constructed products. (Figure 2) shows the relationship between the selected elements and the process of its creation according to the final product (ultimate goal) of each stage [1].

The production period is characteristic of the serial and mass production type where the product item is stable for some time. The duration of this period may vary from several weeks to several years.

Calculation of the period for the development of new products. During the period of development, labour-intensive production is significantly reduced [4]. It has been established that the pattern of change labor during the period of development is described by the equation

\[ y_i = a \times x_i, \]  \hspace{1cm} (4)

The "x" argument can be used both as a time parameter (starting from the beginning of the development) and in the natural (sequence number). In the latter case the equation will be:

\[ T_i = T_0 \times N_i, \]  \hspace{1cm} (5)

\begin{table}
\centering
\caption{Assessment of relevance in the process matrix}
\begin{tabular}{|l|c|c|c|c|c|c|c|}
\hline
\multicolumn{2}{|c|}{Characteristic} & \multicolumn{2}{c|}{Deformation temperature} & \multicolumn{2}{c|}{Electrical safety} & \multicolumn{1}{c|}{Deformation Wear resistance} & \multicolumn{1}{c|}{Price centimeters cubic} & \multicolumn{1}{c|}{Multiplikant} & \multicolumn{1}{c|}{Gained weight\%} \\
\hline
ABS-ESD7   & 10 & 10 & 10 & 4 & 3 & 12000 & 7,97321001 \\
ABSi       & 6  & 7  & 4  & 8 & 4 & 5376  & 3,57199809 \\
ABS-M30    & 9  & 10 & 5  & 6 & 9 & 24300 & 16,1457503 \\
ABS-M30i   & 10 & 10 & 9  & 10& 8 & 72000 & 47,8392601 \\
ABSplus-P430 & 2 & 5  & 8  & 6 & 10& 4800  & 3,18928401 \\
PC         & 3  & 8  & 9  & 7 & 10& 15120 & 10,0462446 \\
PC-ABS     & 5  & 8  & 9  & 4 & 7 & 10080 & 6,69749641 \\
PC-ABS     & 1  & 2  & 10 & 6 & 8 & 960   & 0,6378568 \\
PC-ISO     & 9  & 7  & 9  & 1 & 4 & 2268  & 1,50693669 \\
PPSF       & 10 & 6  & 10 & 2 & 3 & 3600  & 2,391963 \\
\hline
\textbf{Total value} & 150504 & 100 & & & & & & & \\
\end{tabular}
\end{table}

\textbf{Final stage of production}

- Study
- Designing
- Technology training
- Production process
- Modernization
- Operation after modernization
- Decommissioning

\textbf{Elements of selected and product creation}

- Sketches, D-drawings, t-processes, material resources, PJ-Plans and jobs, P-Production, Pr-product, AO-advanced operation, AU-decommissioning and recycling.
Where is

\[ T_i \] – the complexity of manufacturing the 1st number of the product, n-h;

\[ T_n \] – elementary complexity products, n-h;

b – the exponent, reflecting the intensity of reduction of expenses in the period the product development (0<b<1).

The use of these calculations will allow for a reasonable planning of techno-economic indicators during the period of development: labour-intensive and cost-consuming, acceptable product prices, expected profits, required the number of workers, necessary wage funds, etc.

CONCLUSION

The production of shells CEA very labour-intensive and professional work, process a long time. And the number of parts is measured not by tens, hundreds and thousands, but, quite the contrary, count.

The construction of the chassis part defines the manufacturing technology. In view of the technology to manufacture very small parties or even experienced products in a single instance, the use of FDM technology should be seen.

Chassis production Electronics is an integral part of the high-tech production in the mind of a significant proportion of research and development, and complex technical solutions aimed at ensuring an adequate level of physical-mechanical properties of the shell that protects the internal components.
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SOLUTION OF THE PROBLEM OF INCREASING CAPACITY NETWORK WITH A FIXED MONTHLY RADIO CODE SEPARATION OF CHANNELS
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The paper considers a variant of network planning on the optimal use of hardware-software tools existing on the telecommunications market of this standard. In this case, the installation of additional repeaters is used. At the same time, it is necessary to determine the composition of the equipment and to revise the territorial plan for the deployment of the network.

Keywords: capacity, radio channel, base station, repeater, electro-magnetic compatibility.

INTRODUCTION

When planning user radio access networks using the CDMA standard, it is necessary to take into account the features typical for such networks in general, and the specific conditions of Russia. First of all, they should include a small number of base stations in the network (up to one), a correspondingly small amount of intra-network interference (co-channel interference), low mobility of subscribers (some subscriber phones are stationary).

Consider the option of choosing a cdmaOne subscriber radio access network - using base station signal repeaters (repeaters). This option can be applied starting from the stage of territorial planning, and contains a number of additions to the territorial plan and the hardware of the communication network.

MAIN PART

The practice of developing wireless cellular and personal communications shows that the method of extending the service area by increasing the height of the antenna suspension and increasing the power of the transmitters operating the BS (base station) has significant limitations due to terrain (relief, vegetation, etc.). The method of installing additional repeaters of BS repeater signals is more expedient, providing the following advantages:

- BS service areas are formed with the required spatial and energy parameters;
- the number of subscribers and the level of subscriber load on the BS are reduced to the required range of values;
- the requirements of intersystem and inter-system EMC (electro-magnetic compatibility) are facilitated. The hardware-technical solution underlying this option is illustrated in Fig.1. The main functional elements of the cellular communication system - the Switching Center (MSC) and the Base Station Controller (BSC) provide management and support of the operation of the subscriber radio access network, its interaction with the public telephone network (PSTN).

The base station transceiver (BTS) interacts with the BSC, performs data routing functions, code modulation-demodulation of messages transmitted over the radio channel, processes signals at the intermediate and radio frequencies, provides time synchronization of signals and generation of reference frequencies. Functionally and constructively, the transceiver consists of two main units - the digital signal processing section (Digital) and the signal processing section at the radio frequency (for example, the base station transceiver Qcell 2508i BTS from Qualcomm [1]). The digital processing section performs the operations of code modulation and conversion to the intermediate frequency of messages transmitted in the forward channel, as well as digitization and code demodulation of messages transmitted in the reverse channel. The radio frequency processing section, in turn, converts signals from the intermediate frequency to radio frequency, power amplification and band-pass filtering of signals.
transmitted in the forward channel, as well as amplification, band-pass filtering and conversion from radio frequency to the intermediate frequency of signals received in the reverse channel.

Thus, the base station repeater must have equipment equivalent in its functional characteristics to the radio base station transceiver processing section. The connection between the repeater and the digital processing unit of the transceiver of the base station can be carried out using fiber-optic and radio-relay lines. The positioning of the antenna equipment of the repeater is determined by the requirements for providing radio coverage in the calculated service area.

Let's consider some technical aspects of the proposed option. To simplify the analysis, we will consider non-partitioned cells, considering that, if necessary, the analysis can be easily extended to the case of sectored cells.

**Case 1. The base station has K-1 repeaters (K≥ 2) with disjoint zones.**

Verification of the level of real subscriber load should be carried out taking into account the "spatially-distributed" structure of the cell. The total traffic of the BS should be calculated as the sum of the traffic of all K stations connected to one digital processing unit of the transceiver BS:

$$A_{BS} = \sum_{j=1}^{K} \int_{(S_{tight1})} p_j(r)A(r)dr.$$  \hspace{1cm} (1)

Since each of the repeaters emits the same group signal on identical orthogonal code subcarriers. Intra-system interference in the forward channel is close to zero and is due only to those components of the multipath profile that are not involved in the RAKE process.

The interference in the reverse channel is created by subscribers of all K stations, since the signals from the outputs of the radio sections of the individual repeaters are added at the input of the digital processing section of the BTS:

$$E_{int}^{UL} = \sum_{j=1}^{K} \int_{S_{int}} \frac{P_{MS}^{TX}(r_j)}{L_{BS}^{PL}(r_j)F_{LL}(r_j)} A_{K-1}(r)dr.$$

$$= \sum_{j=1}^{K} E[P_{int}^{UL}(r_j)].$$  \hspace{1cm} (2)

The signal-to-noise ratio at the output of the code RAKE demodulator of the BS receiver:

$$q_{BS}(r_j) = \frac{2E_{j}}{\sqrt{\Delta F} \sum_{j=1}^{K} E[P_{int}^{UL}(r_j)] + I_{0_{OUT}}^{MS} + N_0^{BS}}.$$  \hspace{1cm} (3)

Due to the spatial diversity of the service areas and the interference zones of individual repeaters, the additive interference level at the input of the digital processing section of the BTS will be determined only by the current number of subscribers in the service areas.

**Case 2. The base station has K-1 repeaters (K≥2), the service areas of which intersect.**

In the return channel there is a spatially separated reception by repeaters with overlapping service areas, which causes interference of the received copies of signals at the input of the digital processing unit BTS. In systems with frequency and time division of channels using signals with low time resolution, this would lead to failures and a sharp deterioration in the quality of communication, since intersymbol interference and frequency-selective fading of signals have a disastrous effect on the operation of such systems. In a CDMA system, complex signals having a high resolution are applied, which allows for diversity of time processing, and as a consequence, stable communication under multipath conditions.

It should be noted that the apparent similarity of the described communication principle to the principle of soft handover of a mobile subscriber in a cellular CDMA network is only external. In soft handover, the signal to the MS transmits various BS on different code subcarriers.

In fact, with soft handover, various BS transmit different physical signals over different forward traffic channels. When organizing a repeater connection need: each of the repeaters in the same traffic channel transmits the same physical signal, but with an individual delay time. Thus, the subscriber station receiver does not perform code detection and separate signal processing of different repeaters, as would be the case with soft handover, but produces a time-separated reception of one total signal on one code subcarrier.

The introduction of artificial multipath can provide the following advantages in the CDMA system.

1. The average level of the received signal increases.
2. The probability of confident reception under the influence of slow signal fading increases.
3. The energy gain from the time diversity of the signals is increased when receiving with a fixed multiplicity of time diversity. This effect is due to the increase in the number of received beams with
uncorrelated fading of the signal. In this case, the radio multipath profile, the base station - the subscriber station represents a superposition of the multipath profiles of the radio channels, the repeater-subscriber station:

\[ P_L(t) = \frac{1}{\sum_j \left[ PL_1(\tilde{r}_{ji}) F_1(\tilde{r}_{ji}) \right]} \sum_j \left[ \frac{P_L(t - \tau_{ji})}{PL(\tilde{r}_{ji}) F_L(\tilde{r}_{ji})} \right] \]  \hspace{1cm} (4)

When \( \frac{1}{\sum_j \left[ PL_1(\tilde{r}_{ji}) F_1(\tilde{r}_{ji}) \right]} \) - normalizing factor, \( \tau_{ji} \) - The delay of the first ray on the j repeater track \( \tilde{r}_{ji} \) (fig. 2).

Analyzing the intersystem interference situation in the forward link, it should be taken into account that all repeaters retransmit one group signal on identical orthogonal code subcarriers, and the level of the noise background is mainly determined by the interfering copies of the signal that are not used in RAKE processing. Thus, in the first approximation, it can be assumed that repeaters connected to one digital processing unit BTS do not create in the forward interference channel the subscribers of this BS.

**CONCLUSION**

The considered method of network planning, involving the use of repeaters, is particularly effective. It allows you to:

- Expand the capacity of base stations, approaching the capacity of an isolated base station;
- Do not correct the previously developed network frequency plan, since in the case of the CDMA standard, communication is performed in a single frequency band;
- Ensure crossing of service areas of several repeaters and thereby improve the quality of radio coverage;
- Use a single section of digital processing, which reduces the cost of network selection;
- Convert repeaters to base stations, if necessary, by retrofitting them with digital signal processing sections.
- The additive interference level at the input of the digital processing section of the base station is determined only by the current number of subscribers in the service areas;
- Subscribers located in the intersection of service areas of different repeaters have an improved signal-to-noise ratio at the cost of deteriorating communication conditions in the coverage area of only one repeater.
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CONDITIONS FOR CHOOSING A MATHEMATICAL MODEL FOR SIMULATION OF PASSENGER PROCESSES
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Abstract
The problem of choosing an exact mathematical model for constructing an imitation model of passenger processes in transport systems is studied in the article. The choice of the model depends on the accuracy of the process, efficiency, and the resources required. Passenger processes are the most complex objects of research, since the passenger behaves in the system on the basis of his personal interests. The object of the research was the airport and a specialized simulation model combining a set of mathematical models was presented.

Keywords: airport, air terminal complex, passenger flows, mathematical models, analytical models, agent modeling, queuing systems, gas-kinetic model, model of social forces, cellular automata model.

INTRODUCTION

Plans for the development of the various components of the airport system depend to a large extent on the activity levels which are forecast for the future. Since the purpose of an airport is to process aircraft, passengers, freight, and ground transport vehicles in an efficient and safe manner, airport performance is judged on the basis of how well the demand placed upon the facilities within the system is handled. To adequately assess the causes of performance breakdowns in existing airport systems and to plan facilities to meet future needs, it is essential to predict the level and distribution of demand on the various components of the airport system. Without a reliable knowledge of the nature and expected variation in the loads placed upon a component, it is impossible to realistically assess the physical and operational requirements of such a component. For example, forecasting of passenger flows makes it possible to increase the safety of the transport facility, to carry out research on possible weak points in the passenger handling system, and to determine the number of personnel and equipment required.

THEORETICAL PROVISIONS FOR CHOOSING THE TYPE OF SIMULATION

Over the years, certain techniques have evolved which enable airport planners and designers to forecast future demand. The principal items for which estimates are usually needed include:
• The volume and peaking characteristics of passengers, aircraft, vehicles, and cargo;
• The number and types of aircraft needed to serve the above traffic;
• The number of based general aviation aircraft and the number of movements generated;
• The performance and operating characteristics of ground access systems.

Using forecasting techniques, estimates of these parameters and a determination of the peak period volumes of passengers and aircraft movements can be made. From these estimates concepts for the layout and sizing of terminal buildings, runways, taxiways, apron areas, and ground access facilities may be examined.

Forecasting in an industry as dynamic as aviation and airports is an extremely difficult matter. It is very important to remember that forecasting now is a precise science and that considerable subjective judgment must be applied to any analysis no matter how sophisticated the mathematical techniques involved. By anticipating and planning for variations in predicted demand, the airport designer can correct projected service deficiencies before serious deficiencies in the system occur. In practice, when researching airport passenger processes, analytical models, linear models, stochastic and simulation models are used. But they have different laboriousness of execution and varying accuracy. Figure 1 presents the dependencies of the accuracy of models on their complexity.
Figure 1 shows: 1- analytical models; 2- linear models; 3- simulation models; 4- stochastic models. Figure 1 shows that the most attractive way is the use of simulation modeling.

PRACTICAL IMPLEMENTATION OF THE CHOOSING A MATHEMATICAL MODEL FOR THE STUDY OF PASSENGER FLOWS

The paper [1] presents practical implementation of the simulation model for Pulkovo Airport (Saint-Petersburg). In this paper, the developed information system is presented. But to improve the accuracy of its work, it is necessary to analyze the available mathematical models and determine which one will be more applicable to the study of passenger flows of the airport. In [1] presents how the use of an active terminal management, the passenger flow within the building is controlled for example through dynamic sign switchover. The terminal management itself is based on measurements of the current and forecasts for the future passenger traffic (fig.2).

Figure 2. Passenger Flow Management

The effectiveness of modeling depends on mathematical models, each of which has its own characteristics. Let us consider in more detail.

The main problem of simulating pedestrian traffic is creating believable behavior of people. Sometimes they trying to get the final destination without colliding with other pedestrians, but it can be done by walking or rapid steps. In real life illogical behavior happens often. For example, it is a sudden stop in the busy traffic or sharp turns on the spot. However we can distinguish three stages of its behavior (fig 3.):

1. Choosing and making main aims. This is a strategic level, where the needs are forming.
2. Choosing of place and route modeling. This is a tactical level, where the connection of aims is realizing.
3. Executive action. This is operation level. At this level the movement and interaction with other members of stream is realized.

Figure 3. Levels of passenger behavior.

From all existing models of pedestrian streams the most popular are:
1. Model of pulling forces (based on Coulomb’s law).

\[ F = \frac{kq_1q_2}{r^2}; \]  

where \( F \) – force of magnetic field; \( k \) – some constant; \( q_1 \) - intensity of magnetic pedestrian’s load; \( q_2 \) - intensity of magnetic field; \( r \) - length of vector.

Pedestrians plays role of electronic charges located in magnetic field. Pedestrians and barriers are showed as positive charges, and moving targets as negative. [5,6]

2. Gas-kinetic model. At this model pedestrians are showed as molecules in liquefied gas. Separation of gas molecules to axes and speeds described by the Maxwell-Boltzmann distribution:

\[ dn = const \cdot \exp \left( -\frac{m_r(V_x^2 + V_y^2 + V_z^2)}{2kT} \right) \cdot (2) \]

\[ dV_xdV_ydV_z \cdot \exp \left(-\frac{U(x,y,z)}{kT} \right) dxdydz; \]

where \( dn \) - number of molecules, \( U \) - potential energy of a molecule at a point with coordinates \( x, y, z \) and speed projection. The Maxwell-Boltzmann distribution is showed as multiplication of two function of distributions: one of them is showing distribution for axes, another one for speeds [6]. Since this model is macroscopic and deterministic, then, as a result, it has low accuracy, especially at low pedestrian flow density.

3. Models that use the theory of queues with a probabilistic function to the description a pedestrian’s moving. It is based on queueing theory [5,6,7].

The airport is a complex system, which is described by queuing systems. The arrival process starts when passengers land in the airport and
finishes when they exit from the terminal. The transfer process includes operations of the departure and arrival process; passengers are involved in the procedures related to the departure process (security controls) and in some procedures connected to the arrival process. The passenger flow in the terminal can be subdivided in three sub-processes:
- departure;
- arrival;
- transfer.

The departure process starts when passengers enter the terminal and finish when they exit from the structure.

4. Model of social forces. It uses Newtonian mechanics to describe the motion of pedestrians, therefore it is considered the sum of all forces that acting on the pedestrian. For example, the driving force which impels to action and the sliding friction force, which prevents collision with other pedestrians. Forces arise from social interactions, displacements are anisotropic, it means that only matters what happens ahead of the passenger and that gets in his field of view.

6. Cellular automata. Model in which all the space is a grid, where each pedestrian can occupy only one cell. Such method is made for research fire evacuation, that’s why it has special rules for calculating route and danger level, so the shortest route is chosen, but the farthest to the fire [ ]. For calculation can be used standard (GOST, Russia) 12.1.004-91, which offers a calculated method of estimates. This GOST gives an approximate idea of the effectiveness and safety of the layout of buildings and structures, but has several disadvantages:

1. Great dependence on predefined values (for example, only three types of people are considered - adult, adult in winter clothing and child).
2. Low modeling accuracy (for example, the decompaction of the human flow is not taken into account).
3. This model is used only in fire security (fig. 4) [8]

7. Agent simulation of passenger processes. An agent-based model is a feasible and effective approach to model passenger movements in airports. Unlike many models that treat passengers as individual agents, the proposed model in this thesis incorporates group behavior attributes as well and evaluates the simulation performance of passenger movement within airports. Results from experiments show that incorporating group behavior, particularly the interactions with fellow travellers and wavers can have significant influences on the performance and utilisation of services in airport terminals. The impacts can be seen in terms of dwell time at each processing unit, discretionary activity preference, and the level of service (LOS) at processing areas. Based on the airport passenger flow model that includes group dynamics, a case study of an airport evacuation event has been conducted. The simulation results show that the evacuation time can be influenced by passenger group dynamics. The model also provides a convenient way to design airport evacuation strategy and examine its efficiency. For airport designers and operators, the model also provides a convenient way to investigate the effectiveness of space design and service allocations, which may contribute to the enhancement of passenger airport experiences. The model was created using AnyLogic [4] software (fig 5).

Figure 4. Example of passenger traffic according to GOST.

Figure 5. The window form of the created simulation model for the study of passenger flows based on the model of social forces and agent modeling

CONCLUSION

Thus, having the opportunity to analyze and compare different models, it is obvious to single out the model of social forces and agent base simulation. It should be noted that for a long time it was not considered, due to the complexity of processing a huge amount of information, but with the growth of computer performance it became possible to perform experiments with a large number of participants, that is, a full pedestrian flow on any object under consideration. Currently, due to
the integration of the social forces model into various software products, for example the PTV Vision VISSIM software package or the AnyLogic [4] simulation footbridge, designed for flow modeling, it is possible to analyze pedestrian flows that are actually produced at a sufficiently high level.
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Abstract
This article intended to research cross correlation relation (CCF) of FSK signals with random symbol’s frequencies within predefined frequency band. The techniques to increase a number of selected codes, whose correlation level located beneath predefined level A, were reviewed.

GENERAL INFORMATION ABOUT THE SAW TAGS

RFID (Radio Frequency Identification) is a technology of contactless object identification by tags with mapped information on them. Our object of interest is a passive RFID transponders based on surface acoustic waves (SAW) elements. Such element is nonvolatile and radiation-resistant.

Identification system comprises reader (device which emitting and processing radio pulses reflected from tag) and passive SAW tags reflectors.

SAW tag backbone is piezoelectric substrate. The surface of substrate mapped with interdigital transducer and reflecting elements – gutters on the both sides of transducer. Interdigital transducer transform the energy received by stripline antenna into SAW which spreads in crystal to the reflecting structures.

Reflecting structures based on sections of reflectors. Part of the SAW energy drawback from reflectors towards interdigital transducer. Hence one emitted radio pulse generates a multiple return acoustic pulses. Each section of reflectors creates their own pulse in return transponder signal. Then the sequence of acoustic pulses received by interdigital transduces and transformed to the high frequency electromagnetic waves emitting by transponder’s antenna. This waves can be received by reader. The number of pulses corresponds to number of reflecting structures on substrate.

Please note that delay time between separate symbols is proportional to the distance between reflecting sections on substrate. Distance between reflectors in section defines the pulse frequency in final signal. The length of signal describes by number of radio pulses (symbols) in sequence. Symbols frequencies arrangement defines signal’s code.

Placement of reflectors can’t be changed after tag production therefore transponders belong to “read only” devices class.

FSK SIGNALS AND THEIR SIMILARITY

Transponder code defines the parameters of M-ary FSK signal. Symbols frequencies described by spatial place of gutters in reflector.

In order to shrink size of substrate and achieve widespread FSK operating frequency $f_0 = 900 \, MHz$ were selected. On this frequency significant attenuation of spreading across substrate SAW occurs. Hence we limit the length of FSK signal to 4 $\mu s$.

Active spectrum width of FSK signals restricted to bandwidth $\Delta F$ according to conditions of the problem.

Symbol’s frequencies displaced relatively $f_0$ on different discrete frequency steps $\Delta f$. Let’s name a number of possible frequency steps that can be assigned to the symbols as $K = \Delta F / \Delta f$. Suppose that symbol’s frequencies can be described as $f_k = K \Delta f$ and possible values of $f_k$ equally probable distributed within bandwidth $\Delta F$. It’s known from combinatorial analysis that number of possible code combinations of FSK signals in case $K > M$ is equal $Q = K^M$.

Suppose that amplitude of FSK signal is constant hence maximum of autocorrelation function (ACF) is also constant despite the symbol’s frequencies. We take the level of normalized CCF as the signals difference criterion in set $Q$, i.e. the less level of CCF signals has, the more different these signals are.

Hereby the problem is to form a family of FSK signals with predefined level of CCF. Let’s name this family of signals as code’s family. CCF of signals in code’s family are satisfy the level A, i.e. their maximum of normalized CCF located beneath predefined level A.

Since increase of M for SAW tags isn’t desirable only one way to increase code’s family left. This way means to increase the number of available frequency steps $K$ but we have to keep in mind predefined bandwidth $\Delta F$. As soon as $K$ depends on...
\( \Delta f \) as \( \Delta F/\Delta f \), the increase of K can be achieved by decrease of \( \Delta f \).

![Normalized amplitude spectrum of two symbols from FSK signal with rectangular envelope and \( \Delta f = 1/t_s \).](image1)

To estimate this possibility consider a pair of symbols from FSK signal with frequency difference \( \Delta f \). These symbols are radio pulses with rectangular envelope. Normalized amplitude spectrum of such symbols is shown in fig. 1.

Symbols are orthogonal if \( \Delta f = 1/t_s \) (\( t_s \) – symbol’s length) as it known from [1]. As it can be seen in fig. 1 the symbols have some area of intersection. This area defines the level of CCF of two symbols.

![Normalized CCF for two rectangular symbols envelope depending on \( \Delta f \).](image2)

It is known that decreasing \( \Delta f \) rises the frequency steps number K, however this will increase the CCF level between symbols and, probably, between FSK signals that are composed with these symbols.

![Number of selected codes depending from \( \Delta f \) for rectangular symbol envelope. Crosshair shows the number of codes at a value of \( \Delta f = t_s \).](image3)

Symbols covariance is determined by normalized CCF level, which in this case (\( \Delta f = 1/t_c \)) takes value equal to 0.31. As we can see from figure 2, the smaller \( \Delta f \) (or expanded spectrum intersection area) causes increase of the CCF level.

With these parameters the number of code variations is \( Q = 10^8 \). Calculating all of them will require large time and computing resources because from the set \( Q \) it is necessary to select a number of codes with predetermined normalized CCF level.

The algorithm for calculating code combinations has already been developed [3].

To research the K number impact on CCF level between codes we consider FSK signals carrying these codes. The number of codes that have CCF level lower than predetermined level A we has
named number $N$. We need to establish which of the factor will influence on number $N$ stronger: increasing $K$ number or rising CCF level. Consider the specific case: $K = 10$, $M = 8$, symbol duration $t_s = 0.4 \mu s$, $\Delta f = 2.5 \text{ MHz}$, $\Delta F = 25 \text{ MHz}$.

For quick selection we limit the number of comparing codes to a sample $L = 5 \times 10^4 < Q$. Evaluation of the results for such small sample was interpolated to the whole set $Q$. The possibility was approved on series of applicative calculates. The results are shown on figure 3. The $N$ number increases with decreasing $\Delta f$ to 1.3-1.4 MHz (rising the number $K$ accordingly). Number $N$ does not exceed 90 codes. The calculation with $\Delta f = 1/t_s$ was made for comparing. [1]. Based on results obtained we can reduce $\Delta f$ to a value that is smaller for achieving larger number of codes with predetermined CCF level [1].

**INFLUENCE OF THE ENVELOPE**

We decided to consider FSK signals with symbols having orthogonal rectangular spectra. Signals with such spectrum are impossible to be generated from the fact that symbols would represent themselves as signals with $\frac{\sin(x)}{x}$ (sinc) envelope and unlimited duration.

Main energy part of signal is concentrated at main leaf, so we limit duration of the symbol to the duration of main leaf. In that way the signal spectrum envelope will lose rectangular shape. The signals spectra with $\Delta f = 2.5 \text{ MHz}$ are shown on figure 4. Compared with fig.1 we can see that spectrum intersection area of symbols with sinc envelope is smaller, but the duration of signal is doubled.

Consider the dependence of CCF for two symbols with sinc envelope. The dependence of CCF from frequency step is shown on figure 5. We can see that frequency step needed to reach CCF level equal to 0.31 for sinc symbol envelope is less than for rectangular symbol envelope.

![Fig. 4. Amplitude spectra of two FSK signal symbols for sinc envelope.](image)

![Fig. 5 Normalized CCF for two sinc symbol envelope depending on $\Delta f$. The red line shows level of CCF equal to 0.31. The crosshair shows CCF level at a val of $\Delta f = 1/t_s$.](image)

![Fig. 6. Number of selected codes depending on $\Delta f$ for sinc symbol envelope. Crosshair shows the number of codes at a value of $\Delta f = 1/t_s$.](image)
It is interesting to see how much frequency step can be reduced to reach CCF level as in case of rectangular symbol envelope. In this case frequency step takes value of 1.65MHz for reaching 0.31 normalized CCF level. The smaller value of $\Delta f$ for a constant active spectrum width gives a possibility of increasing the $K$ number.

Examine the influence of $K$ number on number of codes for the FSK signal with sinc symbol envelope. Results of calculation are shown of figure 6. The maximum number of codes can be seen at value of $\Delta f < 1.3 \text{ MHz}$. Based on $\Delta f$ value we can calculate new $K_1$ number. $K_1$ number determined by the ratio $\Delta F/\Delta f$ in this case will take a value equal to 19. The number of codes has been increased up to 160 either.

**CONCLUSION**

The possible number of FSK signals with predetermined CCF level can be increased by changing the symbol envelope from rectangular to the shape repeating main leaf of $\frac{\sin(x)}{x}$ function.
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Abstract. The structural studies of ferroelectric nanocomposite materials (NCM) based on NaNO2 embedded into a porous glass with average pore size 20 and 46 nm are performed by diffraction of synchrotron radiation. It has demonstrated that both NCMs have ferroelectric phase transition of the first order as in bulk NaNO2. It has shown that layer with lack of long ordering exists on the surface of NaNO2 nanoparticles, its thickness has estimated. Anomalies of the temperature dependencies of anisotropic coefficients of thermal expansion have observed in NCMs.

INTRODUCTION

It is known that properties of nanostructured materials can significantly differ from those of bulk materials that determines a great interest to its study both fundamental and practical. The main causes of these differences are the proximity of lengths of the characteristic interactions and the nanoparticle sizes and the growth of effects of surface atoms on the physical properties of nanoobjects when their sizes reduce. Local symmetry and interactions of surface atoms with environment, walls of the matrix significantly differ from internal atoms.

One of the methods of producing of nanocomposite materials (NCM) is intrusion or synthesis of substance into the nanosized pores of pore matrixes. As a matrixes such structures as porous glass, chrysotile asbestos, artificial opals, zeolites, mesoporous matrix can be used [1-3]. In this work nanocomposites based on porous glasses are considered. For producing of such glasses alkali borosilicate glasses can be used. In alkaline borosilicate glasses during heat treatment phase separation occurs into the chemically resistant to acids SiO2 enriched phase and chemically unstable phase [4]. By selecting temperature treatment conditions and composition of initial melt the forming of two skeleton of the interpenetrating phases can be achieved [5]. After etching of the chemically unstable phase the three-dimensional (3D) random dendrite system of topologically interconnected nanopores forms. The size of nanopores can be modified in wide range from units to hundreds nanometers by varying temperature of the treatment. The spread of the pore sizes is small. NCM based on porous glasses are widely used in biotechnology, in the manufacture of membranes in medicine and pharmaceutics [6-7], for the manufacture of chemical sensors and gas sensors [8-9].

NaNO2 is a very convenient model object for a study of ferroelectric NCM based on pore matrixes due to its high wetting ability enabling ease penetration into the pores and filling of pore space, its bulk physical properties are studies very well. Sodium nitrite is a typical order-disorder ferroelectric, undergoes the first order phase transition at $T_C \approx 437$ K. At room temperature NaNO2 has a body centered orthorhombic lattice ($a = 3.57$ Å, $b = 5.578$ Å, $c = 5.39$ Å) with $I\bar{m}2m$ space group. In the low-temperature ferroelectric phase the spontaneous polarization appears due to a partial alignment of NO2 groups along b axis accompanied by the displacement of sodium ions. At high temperature (above $T_C$) a mirror plane perpendicular to the b-axis appears and the space group changes to $I\bar{m}mm$. In the narrow temperature range 437-438 K the incommensurate phase exists characterized by partial disordering of NO2 groups. 

Dielectric studies of NaNO2 confined within artificial opals and pores glasses revealed significant rapid growth of dielectric permittivity of NCMs with NaNO2 above the temperature $T_C$ of the ferroelectric phase transition (PT) (up to $10^8$ at 100 Hz) [10] and some anomalies of dielectric response which can indicate change of temperature range where the incommensurate phase exists [11]. The goal of this work is the study of temperature...
evolution of crystal structure of NCMs based on NaNO2 embedded into pore glasses which is important for understanding of microscopic mechanisms leading to anomalous properties of NC comparing with the bulk material.

EXPERIMENT

The study of structural evolution of NCMs with NaNO2 was performed in the temperature region 100 - 460 K, i.e. below and above Curie temperature of bulk NaNO2 by synchrotron radiation diffraction (BM01A station, ESRF, France) at $\lambda = 0.703434 \text{Å}$. The temperature stability was better than 1 K. The temperature step was 2-5 K. The measurements were performed on heating and cooling. The experimental results were treated by the FullProf program. The samples were two NCMs of NaNO2 embedded into porous glass with average pore size of 20 (NCM-20) and 46 nm (NCM-46). In the same experimental conditions the diffraction patterns of bulk NaNO2 were measured.

RESULTS AND DISCUSSIONS

The information about evolution of the order parameter of NaNO2 were obtained. The physical realization of the order parameter in NaNO2 is the difference between the occupancies of the two equivalent crystallographic positions by anionic groups NO2. The intensity of diffraction peaks of NaNO2 [12] is proportional to

$$|F|^2 = F_{\text{re}}^2 + \eta^2(T) \times F_{\text{im}}^2,$$

where $F_{\text{re}}$ and $F_{\text{im}}$ are the real and imaginary parts of the structure factor $F$, and $\eta$ is the order parameter for the ferroelectric phase.

Among all the Bragg peaks of NaNO2 two groups can be distinguished with significantly different values of $F_{\text{real}}$ and $F_{\text{im}}$: for first ones $F_{\text{real}}^2 >> F_{\text{im}}^2$ and the intensity of these peaks is independent of the order parameter, and for the second group $F_{\text{real}}^2 << F_{\text{im}}^2$ and its intensity is proportional to the square of the order parameter $\eta$. Thus the information about the temperature dependence of the order parameter can be obtained directly from the diffraction data.

The temperature dependences of the order parameter $\eta(T)$ for NCM-20, NCM-46 and bulk NaNO2 at heating and cooling are shown in Fig. 1. It can be clearly seen from fig. 1 that even at low temperatures the order parameter in nanocomposites does not reach the unit value (for NCM-20 its value is 0.94, for NCM-46 - 0.98). This fact can be related with the disordering of the surface layer of nanoparticles NaNO2. Knowing the average pore and basing on the model of cylindrical nanoparticle diameter the thickness of the surface layer with lack of long-range order can be estimated. For NCM-20 this thickness is approximately 6 ± 1 Å, for NCM-46 - 5 ± 1 Å.

The temperature dependences of the order parameter $\eta(T)$ for NCM-20, NCM-46 and bulk NaNO2 at heating and cooling.

It is clearly seen from fig. 1 that even at low temperatures the order parameter in nanocomposites does not reach the unit value (for NCM-20 its value is 0.94, for NCM-46 - 0.98). This fact can be related with the disordering of the surface layer of nanoparticles NaNO2. Knowing the average pore and basing on the model of cylindrical nanoparticle diameter the thickness of the surface layer with lack of long-range order can be estimated. For NCM-20 this thickness is approximately 6 ± 1 Å, for NCM-46 - 5 ± 1 Å.

The temperature dependence of the lattice parameters were obtained (Fig. 2). The pronounced temperature hysteresis is observed for unit cell sizes in NCMs. Small differences between heating and cooling temperature curves can be seen also for bulk NaNO2 which determine the possible instrumental errors. But they are significantly smaller than observed in NCMs. At heating the unit cell
parameters are close to corresponding values of the bulk, at cooling the unit cell extends along the [100] and [010], and decreases in the direction of [001].

In general there is an increase of the unit cell volume. Based on these results the coefficient of thermal expansion (CTE) of NaNO₂ was calculated. Increasing of CTE (about 2 times as compared with bulk material) in the direction [010] by heating and reducing of CTE along the [100] and [001] at cooling were found for both NCMs in temperature range corresponding to the paraelectric phase. In the ferroelectric phase noticeable differences between the CTE values of the NCMs and bulk NaNO₂ are not observed.

CONCLUSION

The temperature evolution of crystal structure of NaNO₂ embedded into the porous glass with average pore size 20 and 46 nm was studied. The pronounced temperature hysteresis of the order parameter was observed in NCMs. The crossover of the type of structure phase transition was not found. The size of disordered surface layer with lack of the order parameter of NaNO₂ nanoparticles was estimated. The values of anisotropic coefficients of thermal expansion were found to differ in NCMs from corresponding bulk values in paraelectric phase.
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Abstract

Listening comprehension is one of the hardest skills for many people to develop in language learning. Developing listening skills is a long, slow and painful process for them. Nevertheless, we can significantly increase it with spaced repetition technique.

This article is about using the spacing effect for improving listening skills. The user extracts fragments from some video and repeats them later with increasing intervals. We have created the application that automates and simplifies this process.

INTRODUCTION

Thousands of people around the world are studying foreign languages. They spend many years to become fluent speakers. Listening comprehension is an ordeal for many of them even though they have access to thousands of high-quality videos on the Internet. We should develop a special learning technique because it is insufficient to watch those videos passively. People forgot words and their sounding too fast.

SPACED REPETITION

The spacing effect was reported by a German psychologist Hermann Ebbinghaus in 1885 [3]. He observed that we tend to remember things more effectively if we spread reviews out over time, instead of studying multiple times in one session. Since the 1930s there have been many proposals for utilizing the spacing effect to improve learning, in what has come to be called spaced repetition.

According to Ebbinghaus, we gradually forgot things if we do not repeat them (fig. 1). We should recall information if we want to maintain it in our memory.

We break information down into pieces (e.g., statements or video fragments). Each piece has the last repetition day and the next repetition day. We should increase the interval before these days. It is ineffective to do it manually. There are a lot of programs that can assist us. Anki [4] is one of the most popular. It is a free, cross-platform and general-purpose application.

SPACING EFFECT IN LANGUAGE LEARNING

Many learners use spaced repetition for remembering new words. It is easy and natural to create a flashcard with a foreign word on the front side and the translation on the back, and then just review it with increasing intervals.

Pimsleur language learning system is also based on spaced repetition. It has been gaining popularity since 1967 when it was developed.

It seems appropriate to use the similar technique for listening comprehension. We can replace flashcards with video fragments. The user can extract these fragments from the video and review them later at increasing intervals. Spaced repetition
can help retaining obtained listening skills and imprint the speech deeper in user’s mind.

**AUTOMATION OF VIDEO FRAGMENTS EXTRACTION**

It is quite hard to extract video fragments without a special program, and it is even more difficult to organize the spaced repetitions of these fragments. We were unable to find any program that does and tried to write an Anki extension that would save video fragments as flashcards, but it was proved inefficient. Thus, it was necessary to create an application from scratch.

The special interface was created that allows the user to stop the video and extract a fragment alongside with the subtitles (fig. 2).

The application tries to guess the start time and the end time of the fragment. This prediction is based on subtitles accuracy and work well in the most cases.

The user can adjust the bounds of the fragment if subtitles timing is not good enough for him. The application has the convenient interface for it (green arrows in figure 2).

It is possible to attach a flashcard in case the subtitle contain a new word. The user can improve vocabulary at the same time with listening skills.

The program stores the information about all video fragments in the database. The user can repeat previously extracted fragments (fig. 3). He can slow the speed down if the speech is too fast or unclear.

Pimsleur language learning system is also based on spaced repetition. It has been gaining popularity since 1967 when it was developed.
WORK SEQUENCE

The user should stick to the special order while he is working with the application (fig. 4). There are three activities – the fragments extraction, the first repetitions and the spaced repetitions. The user should start with watching the video and extracting fragments from it. He should repeat them on the next day with care. The first repetition is usually more difficult than the next repetitions (the spaced repetitions).

It is worth noting that the user should work with the application every day and spend about 2 - 2.5 hours. We presented estimated durations for each type of activity in table 1.

Table 1. Activities

<table>
<thead>
<tr>
<th>Activity</th>
<th>Duration (min)</th>
<th>Efforts</th>
</tr>
</thead>
<tbody>
<tr>
<td>The fragments extraction</td>
<td>40 – 60</td>
<td>Hard</td>
</tr>
<tr>
<td>The first repetitions</td>
<td>30 – 40</td>
<td>Middle</td>
</tr>
<tr>
<td>The spaced repetitions</td>
<td>1 – 30</td>
<td>Easy</td>
</tr>
</tbody>
</table>

RESEARCH

When the user finished a season from some TV series, the application can calculate the average number of extracted fragments per episode. The user can estimate his skills by this value and track their development from season to season. This method is very precise because episodes tend to have the same length.

The assistant extracted about 7000 fragments during the three-month period (from April to June...
2016) and processed four seasons from Friends (table 2). The average fragments decreased from 100.15 to 51.33. Thus, the assistant improved his listening skills twice. This is a very good result because many people spend years to achieve the same result.

<table>
<thead>
<tr>
<th>Season</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Episodes</td>
<td>24</td>
<td>25</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Fragments</td>
<td>2404</td>
<td>2067</td>
<td>1367</td>
<td>1232</td>
</tr>
<tr>
<td>Average</td>
<td>100.15</td>
<td>82.67</td>
<td>56.96</td>
<td>51.33</td>
</tr>
<tr>
<td>Flashcards</td>
<td>260</td>
<td>270</td>
<td>245</td>
<td>202</td>
</tr>
<tr>
<td>Average Flashcards</td>
<td>10.83</td>
<td>10.80</td>
<td>10.21</td>
<td>8.42</td>
</tr>
</tbody>
</table>

TECHNICAL ASPECTS

The developer wrote the application in Java/Groovy and HTML5 mainly. It based on client-server architecture and uses Spring Framework on the server side and AngularJS on the client side.

The video player is based on HTML5 <video> element. Thus, there are three supported video formats: MP4, WebM, and Ogg. However, the user should check if his browser supports particular codecs.

The database is stored in a file. The application works through Hibernate Framework and uses H2 Database as an engine.

Many additional libraries and frameworks were used, such as Apache commons, Jsoup, Jetty, Twitter bootstrap and VTT JS.

CONCLUSION

We have proved that the spaced repetition technique is useful for improving listening skills. The user can use the application “IceMemo” [1] to automate this process.

We published the article on the Internet [2], and two hundred of users downloaded the application from our server and checked it out. Some of them contacted us a few months later and declared that their listening skills were improved significantly.
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Abstract
Technology and digital communication system advances has made collection, storage and transmission of health information easier and faster. The US government has made electronic health information networks and health data systems a national priority by enacting legislation to develop a national health information infrastructure and encourage the meaningful use of electronic health records. Learning health systems seek to retrieve and analyze electronic health record data retrieved from nationally dispersed health information sources and develop new insights that will useful to various stakeholder groups, including individuals, clinicians, researcher, and health policy makers. This effort seeks to determine how much progress has been made in using connected health data systems to learn from collected electronic health record data on a nationwide basis. The proposed assessment strategy seeks examine progress toward realizing a national learning health system in terms of system operational concepts – system usage, data transformation capabilities, and sustainability; and progress measures in terms of system maturity, learning capabilities, and dissemination capabilities.

INTRODUCTION
Technology and digital communication system advances has made collection, storage and transmission of health data easier and faster. Healthcare is a key nationwide industry that addresses both individual and population level health concerns. According to a Centers for Medicare and Medicaid Services (CMS) report, in 2015 healthcare spending accounted for 17.8 percent of the US Gross Domestic Product (GDP), which measures the annual contribution of all goods and services of a country [1]. The US government has made electronic health information systems and networks a national priority by enacting legislation and creating a national health information technology office charged with establishing the foundations for a national health information infrastructure, as well as incentivizing the meaningful use of electronic health records.

Many stakeholders, including patients, clinicians, researchers, insurers, and policymakers are interested in health data collected in electronic health records (EHR). By analyzing EHR data, stakeholders can ascertain evidence-based implications of real life health issues, such as health outcomes and efficacies of treatment protocols, drugs, medical devices, and other health related topics. In a 2015 report, the Office of the National Coordinator (ONC), the federal organization charged with leading the digital conversion of health information and supporting health information infrastructure, reported that over 80% of doctors used an EHR system [2]. While electronic health record systems enable efficient collection, storage, and retrieval of health information, how can we develop insight from that electronic data on nationwide scale? A Learning Health System (LHS) integrates electronic health data networks with analytical components in order to analyze large sets of health data and develop evidence based insights of health topics supported by data from real patients.

A learning health system is envisioned as a system of systems that uses large scale (i.e., nationwide) health data networks to learn from collected electronic health data. This effort seeks to determine how much progress has been made in using connected health data networks to learn from collected electronic health record information on a nationwide scale. The proposed strategy examines the progress of selected early learning health system endorsers in extending their health data networks to include transformative capabilities that generate new knowledge or insights from existing electronic health data. The strategy also includes provisions to examine the experiences and variations of existing learning health system implementations and discover emerging patterns that may be applied in other organizations seeking to develop learning health system capabilities. The strategy seeks examine to progress toward realizing a national learning health system in terms of system operational concepts – system usage, data transformation capabilities, and sustainability; and progress measures in terms of system maturity,
learning capabilities, and dissemination capabilities.

**LEARNING HEALTH SYSTEM**

The Institute of Medicine (now the Health and Medicine Division of the National Academies of Sciences, Engineering, and Medicine) recognizes the importance of health information and informatics. In 2007, the IOM developed a definition for a learning health system which represents a computational extension to existing health data networks [3]. A learning health system is an informed decision making tool used for disseminating health knowledge generated from large and diverse health data sets and evidence based findings to clinicians, researchers, and other health stakeholder groups. The generated results are then used as input to next iteration of analysis in order to continuously learn from past information while incorporating new information. A learning health system’s strength is achieving a continuous cycle of learning from existing and new information.

A nationwide learning health system requires the coordination and consensus of people and technology across local, regional and state boundaries. There are many challenges to realizing such an ultra large system. Some challenges can be categorized as governance, technology, and standards. Governance challenges include establishing general standards of operation, managing participation, codifying data use across multiple domains and organizations. Technology challenges include adoption of technology and processes, growing the system by interconnecting existing learning health system implementations, and integrating innovation. Standards challenges include gaining consensus on common system concepts of interoperability so that system can successfully exchange information in known formats.

Learning and analytical capabilities distinguishes a learning health system from health data system. Key activities in the knowledge generation or learning process of a learning health system consists of aggregation (gathering and prioritizing relevant data), analysis (mining data for patterns, and insights), and dissemination (transferring findings and insights to stakeholder groups for consideration). The stakeholder groups can be data generators as well as information users. The process forms a continuous loop of learning that benefits stakeholder groups by delivering timely evidence-based information.

As more organizations embrace the LHS vision, tracking progress toward realization of a nationwide inter-connection of learning health systems is important to understanding what work needs to be done in order to realize the vision of a nationwide learning health system. Sitting et al [4] constructed a framework of concepts to assess the progress of health information networks. The Learning Health Community developed a research agenda to identity relevant research questions pertaining to the development of a learning health system [5]. Morain, Kass, and Grossmann [6] studied challenges experienced by organizations in their transition to learning health care system and included recommendation for other organizations considering a similar transition. This assessment strategy combines concepts and findings from these previous efforts in health data network operation and learning health systems to assess the progress towards a national learning health system. This proposed assessment strategy seeks measure national learning health system progress in terms system operational concepts and progress measures.

**OPERATIONAL CONCEPTS**

System operational concepts focus on system usage, data transformation capabilities, and sustainability. The system availability and usability concepts seek to understand the essential health data network operation. System availability is the health data system's structure that enable users to access and interact with data over periods of time. Systems use addresses the frequency of system interaction by patient, provider, and other health information consumers.

The learning capability concepts address the learning health data networks ability to distill and transform health data in to information and insights. Nationwide health data transformation requires collection, analysis and sharing of information beyond the current organization, region, or legislative boundary. There varying degrees of data transformation, including aggregation, pattern finding, and insight development.

**PROGRESS MEASURES**

The proposed assessment strategy will be used a dissertation research effort. Data collected during research effort includes technology challenges, successful technology trends, and progress toward a nationwide (large scale) learning health system implementation. Assessment data will be gathered as part of semi-structured interviews with technologists familiar with an existing learning health system development and operation.

Measurement of progress is determined suing a set of measurement parameters supporting the assessment concepts. The author assigns each parameter a base line measure and progress is
measure as demonstrated capabilities beyond the baseline.

To achieve nationwide operation, learning health must be mature enough to support large scale and continuous operation. Technology Readiness Level (TRL) will be used to gauge system maturity. TRL, a technology assessment approach originating from the Department of Defense, used to report the overall development stage of a technology or system as one of nine levels from basic technology research (level 1) to mission operation (Level 9) (Azizian, et al, 2011). The baseline TRL level for an operating learning health system is level 6 – the prototype system has been tested in relevant environment.

The learning capability parameter is expressed as a discrete set of category options describing the data transformation and dissemination abilities of the LHS. The categories are “aggregate”, “reason”, and “disseminate”. Aggregate is the capacity to extract and filter relevant data from local and external systems into a set for automated analysis. Reasoning implies the incorporation of an analysis process to examine input data as a group and produce set-based results. Dissemination is capability to export the set-based results to local and external systems. This research effort assumes that the learning capability is beyond descriptive statistical analysis of the set, such histograms, averages, etc. The base level for the learning capability parameter is “aggregate”.

The system connectivity parameter is expressed as one of a discrete set of category options describing the capability of the target LHS to exchange information with external systems. The categories are “No external contact”, “Plan for external contact”, and “Executed external contact”. A plan for external contract could be the existence or establishment of a data sharing agreement between the target organization and an external organization under a separate governing structure. This strategy assumes that an LHS in a multi-site organization where each site is under the same governing control are considered a single LHS system. An external system must be separate for all internal sites. The base level for the system connectivity parameter is “No external contact”.

Together the operational concepts and progress measures a target LHS address the system operational capability as health data system and extended capability necessary to operate as a learning health system and demonstrate some capability to participate in a large scale implementation of a learning health system.

CONCLUSION

The proposed assessment strategy seeks to determine how much progress has been made in using connected health data systems to learn from collected electronic health record data on a nationwide basis. The strategy seeks to examine national learning health system progress in terms of concepts operational concepts and progress measure: systems availability and usability, data transformation, system maturity, and sustainability, system connectivity. The strategy measures progress from an established base line chosen by the research in terms of system maturity, analysis capability, and external system contact for a set of target learning health system implementations.
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Abstract
This paper focuses on the implementation of a new mode of detection of the ideal parameters during take-off of an aircraft Airbus A319, through sensors installed inside the aircraft. The proposed system is composed of a wired network, with the IEEE 802.3 protocol and knitted or crocheted topology. The simulation has been implemented using Matlab/Simulink.

INTRODUCTION
Our project addresses an interesting issue in the aeronautical field. We want to outline what should be the ideal parameters necessary so that the takeoff of an Airbus A319 [1] can be done. The considered aircraft (Airbus A319), from technical specifications, has the following characteristics:
- wingspan 33.91 m;
- maximum height from ground 11.76 m;
- Fuselage length 33.84 m;
- max weight on takeoff 68,000 kg;
- autonomy at full load 4.908 km (2650 miles);
- cruise speed 841 Km.

In the context of aviation, instruments capable of giving to the pilot the feedback such as to be able to understand if the Takeoff is happening in the correct way or less already exist [2]. One of the instruments on board, which makes it possible to the pilot to understand the speed of the aircraft, is the anemometer. This tool, indicating the speed of the aircraft with respect to the surrounding air, is based on the measurement of the dynamic pressure obtained from tubes of Pitot. The anemometer has three arches of various colors: arc white, green and yellow.

The white arc is used generally for flaps and truck, the green arc for the cruising speed of operation of the aircraft, the yellow arc for the speed of the aircraft in the calm air. At the end of the yellow arc, there is a red line (VNE) which indicates the maximum speed aircraft structural.

The solution introduced in this paper is composed of several sensors that periodically communicate over the network with a central gateway, which is activated at irregular intervals [3]. Once the values have been received, the gateway will monitor the actual veracity of the above values and sends them to a physical output, i.e. to a soft computing system. The values are processed by means of specific and strict criteria calibrated on the basis of the technical data sheet of the aircraft, that help to decide whether the takeoff can take place safely or not.

Our project is more comprehensive and reliable because it is based not only on the speed of the aircraft but also takes into consideration other important parameters such as the fuel pressure and the speed of the wind. If their values become critical, the system will sound a specific or general alarm. Depending on the alarm, the system will activate 3 lights of different coloring, green, yellow and red; the pilot, looking at the light, is able to determine if the aircraft take off may or may not occur and what are the parameters to consider in adverse conditions.

THE PROPOSED APPROACH
In our approach a network, composed of the following functional blocks, each with a different task and set on the basis of the role it plays, is implemented.
1) SENSORS: devices that allow to measure the physical quantities which are considered relevant for the functionality of the system. In our network, there are the following sensors:
- Speed Aircraft SENSOR;
- Fuel Pressure SENSOR;
- Speed wind SENSOR.

2) GATEWAY: device installed and configured within a network, work at the network level or at higher levels of the model protocol ISO/OSI. It has the task of routing packets toward other gateways, until they arrive at their destination. Our gateway within the network has the function to check if the received packets are empty or less. Finally, if they
are not empty, it forwards them to appropriate destinations, thus allowing the correct reception of the data that will be subsequently processed.

3) **SOFT COMPUTING**: techniques that are used to evaluate, to decide and to check in the approximate areas and various emulating and using the ability of humans to perform these activities on the basis of their experience. Soft computing has characteristics, depending on the application in which it is used:

- possibility of modeling and control uncertain and complex systems, as well as to represent the knowledge in an efficient manner through the linguistic descriptions typical of fuzzy sets theory;
- ability of the optimization of the generic algorithms whose computation is inspired.

The laws of selection and typical mutation of living organisms;
- ability to learn complex functional relationships of neural networks, inspired by those of the brain tissues.

In our approach, there are two types of soft computing, i.e. fuzzy controllers, set differently depending on the technical data sheet of the aircraft concerned and with different functions.

4) **STATEFLOW**: environment for modeling the simulation on the base of a state machine and flow charts. It allows to combine graphical and tabular representations, including transition diagrams of state flow diagrams, to model the way in which the system reacts to events, temporal conditions and signals. In our project the StateFlow has been used to represent the logic for supervision applications for planning and management of actions or faults (fault management).

The sensors are activated periodically, they acquire the data received and send them through the network to the gateway (controller), which is activated at irregular intervals and, once received and verified, they are sent to their destinations, through physical outputs of the gateway. These data, in turn, will be received and processed by the soft computing (fuzzy logic controller), set according to the characteristics of the aircraft into consideration and, finally, will be sent to StateFlow, which will emit three different lights on the basis of the settings and the data received.

The choice of IEEE 802.3 [4] protocol and a star topology is justified by several needs:

- transfer data in a safe and reliable way, ensuring an error probability close to zero, security that you may not have a wireless network, since the only medium is the ether and the data may suffer losses or numerous interference;
- the wired network allows a safer transmission data with respect to a wireless network, thus preventing intrusions, interception or alterations of unauthorized data.

**SCENARIO**

In this Section, we introduce our simulation scenario created in Matlab/Simulink, presenting illustrative figures and analyzing the various structural configurations.

Figure 1 shows the physical structure of our project, the network with its nodes, the three sensors for the detection of parameters, the gateway, the controllers to fuzzy logic appropriately set and finally the StateFlow. In detail, the Gateway, that receives the data (packets) sent by the sensors via the network, is positioned in the middle. Once received the data, it forwards them without the use of the network to the fuzzy logic controller. To the left of Figure 1, the 3 sensors are positioned. They detect data as aircraft speed, wind speed and fuel pressure. The StateFlow is positioned at bottom right. It receives, as an input, the signal and gives a luminous signal in output, on the basis of the preset settings.
An example of used fuzzy controller is depicted in Figure 2. In this case, the fuzzy configuration of aircraft speed is shown.

**INPUT**: aircraft speed; Range [0 270]
The membership function plots have been set as follows:
- Low [0 50 100];
- Medium [100.1 139.3 180];
- High [180.1 226.8 270].

**PERFORMANCE ASSESSMENT**

In this section, we present the correct functioning of our network. Therefore, we will include figures showing different scheduling of tasks.

A periodic task and then it is only active when it receives values from the sensors.

Figure 5 shows the scheduling of the semaphore, after the StateFlow has received the input of the alarm, it generates a light signal and it is the basis on which the takeoff can be made or not.

Figure 3 shows the scheduling of the semaphore. As soon as the StateFlow receives the input of the alarm, it generates a light signal and it is the basis on which the takeoff may be completed or not:
- Red: takeoff denied;
- Orange: it is possible to carry out the takeoff, paying attention to the critical parameters detected by the sensors, then the pilot must evaluate the checklist;
- Green: it is possible to carry out the takeoff in complete safety.

Figure 4 shows the scheduling of the network, i.e. the activity of the sensors, deduced by different colors. The gateway has no activity because it is not
CONCLUSIONS

The proposed solution confirms that its implementation could be optimized and then tested on board of an aircraft. This project aimed to simulate a network in order to show what are the ideal parameters during the takeoff. The choice of implementing a wired network has been carried out because onboard of an aircraft a wireless connection may cause interference with the onboard instrumentation. In the aeronautical field, there are already similar projects, such as, for instance, the indicator to takeoff is based exclusively on a single parameter: the speed of the aircraft, acquired by means of an instrument of edge called anemometer. In this project, on the contrary, there are other essential parameters, such as wind speed and fuel pressure, which could improve and inform the pilot both on the condition of the aircraft and on climatic conditions, thus allowing a greater safety and awareness on the takeoff.
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Abstract
This paper proposes an integration of the ZigBee protocol in a home automation system. In detail, the chosen context is a generic apartment. The system manages the interaction with the different “parts” of the house (lights, air conditioners, thermostats, etc.), allowing the user to manage and monitor them.

INTRODUCTION
The electronic devices related to home automation are rapidly spreading recently, thanks to the lower costs of them and the relative ease of use. The standardization of protocols, suitable for this purpose, has led to the placing on the market of a large variety of products that allow each user to check the desired parameters within the home. In detail, this has led to a dissemination of sensors that enable the energy savings and other features that deal with the safety of the house.

Home Energy Management Systems (HEMS) aim to find a solution in order to save energy and to increase the comfort in the home area. The deployment of HEMS could permit every family to know the consumption comprehensively and to recognize how to get benefits from efficient energy management. HEMS is demanded to have functions for the monitoring and controlling of every appliance in the home. The deployment of HEMS depends on the development of home area networks that enables such functions.

The ZigBee protocol is defined by the IEEE 802.15.4 standard, which describes all the standards for Personal Area Networks (PAN) [1]. ZigBee operates in the Industrial, Scientific, and Medical (ISM) radio bands: 2.4 GHz in most jurisdictions worldwide; 784 MHz in China, 868 MHz in Europe and 915 MHz in the USA and Australia. Data rates vary from 20 kbit/s (868 MHz band) to a maximum of 250 kbit/s (2.4 GHz band). ZigBee supports various network topologies, including star, tree, and mesh. ZigBee devices are of three kinds: ZED (ZigBee End Device), ZR (ZigBee Router) e ZC (ZigBee Coordinator). ZigBee products have low power consumption depending on the transmission rate; the batteries could work for a couple of years without recharging. Therefore, ZigBee products, compared to other technologies, have a low operation cost. However, ZigBee (at 2.4GHz) has the problem that it shares the same frequencies with other protocols, Wi-Fi for instance; therefore, the signal might be interfered leading to a degradation of performance of the network.

In this paper, a possible implementation of a home automation system, based on ZigBee, one of the most common standards for the IoT, is studied. The rest of this paper is organized as follows: Section II shows other examples, found by analyzing the state of the art, about possible implementations of PAN using the ZigBee protocol. Section III gives a list of the network devices and the steps that have preceded the network creation. Section IV describes in detail the test environment, while in Section V the performance metrics of the environment are analyzed. Finally, section VI gives concluding remarks and plans for future research.

RELATED WORKS
In the last few years, the number of literature works focused on the analysis of PAN networks has increased exponentially compared to previous years due to the progress and development of fields of use. The authors of [2] have proposed a possible implementation of a network with ZigBee devices. The main aim is to show how simple is the communication among devices of different manufacturers.

In [3] it is highlighted that the implementation of home networks often doesn’t allow the user an immediate change of the system status, therefore the authors introduced inside the network a device for voice recognition and a remote controller, increasing the user comfort. The latter, in fact, can have the ability to set up automatic mode that allows
the system to operate independently and a manual mode that stops the activity of sensors and permits the user full control of the actuators through the use of voice command.

With the spread of PAN standards, external attacks for the acquisition of the data are increased. An example of a defense mechanism against these events is described in [4] through the use of machine-learning algorithms that allow the system to figure out when it is under attack and provide the necessary countermeasures acting on the physical and network levels. The authors analyze in detail several techniques and examples of attack that the system could sustain and, at the end, show the appropriate countermeasures.

THE PROPOSED SOLUTION

As mentioned previously, the main aim of this paper is to show an implementation of a WSN (Wireless Sensor Network) in a home automation scenario. The wireless sensors interact with each other forming a tree network topology. The network, divided into 4 rooms (bathroom, kitchen, and two generic rooms) consists of 20 sensors (5 per room), specifically:

- 5 temperature sensors, equipped with a 2000mA battery, as applicable specifications [5];
- 5 humidity sensors, the same type as those for the temperature;
- 5 light sensors, with the same capacity of the previous;
- 5 presence detectors, equipped with two batteries whose total capacity is approximated to the capacity indicated in the previous sensors;
- 5 sensors for the detection of CO₂, with the specifications entered with data similar to those of devices of the same type available in the market [6];
- 4 gateways [7], of which one in common for the two rooms, one for each of the remaining rooms and a central one;
- 2 controllers, one that deals with the data received from the humidity and temperature sensors, the other one of the other sensors;
- 1 actuator who will execute the commands received from a proper controller;
- 1 regulator that through the data received from the controller, mimics the operation of an air conditioning system.

The entire network communicates through the ZigBee standards. In fact, each sensor has its own parameters, such as the energy consumption and the capacity of the battery. Moreover, each sensor has its own sampling time.

TEST BACKGROUND

The chosen test environment, developed in Matlab/Simulink and TrueTime Simulator, is an apartment that consists of four rooms (Fig. 1). In each room, there are five sensors: each one of them refers to a gateway installed in the same room. Generic rooms, called Room 1 and Room 2 in the project, share the same gateway, in this way they belonged to the same network (network 1). In the two above-mentioned spaces, we distribute the nodes of the first network with a tree topology, as shown in Fig. 2. This arrangement was originally designed in order to create a mesh sub-network, which depending on traffic reported to the sensors would allow the redirection of packets to prevent network congestion. A clear policy has been applied to the priority management of the task, in order to allow the proper functioning of the services that require a response within a certain period. In particular, messages sent by CO₂ gas sensor have high priority as fundamental for the safety. The same priority has been applied to messages originating from presence sensors because they require a quick response for the switching on of the lights when a person enter in the room.

The gateways of the four spaces are connected to a central gateway that acts as the network
coordinator, which redirects packets through the execution of five different tasks, each of them related to the type of message and the room of origin, to the controller. The humidity and temperature controller uses fuzzy logic in order to adjust the value of the power conditioner. The received values of temperature and humidity will be processed by the controller through if-then rules, in order to obtain an output in accordance with the established logic.

The received power value will be read by the controller, which, using a specific function will be able to set the values of temperature and humidity for the room. Similarly, the controller of presence sensors, brightness, and CO2, uses the fuzzy logic: light and presence values are passed as input, while the output is the percentage of brightness suited to that environment for a greater energy efficiency. It has been necessary to insert a flow chart controller that:

- verify the effective presence of an individuals into the room, in order to ensure the switching off of light, regardless of the percentage of brightness;
- mimic the external inputs from the user, handled by a switch simulated by the following values:
  0. the user sets the automatic mode of the fuzzy controller;
  1. the user sets the brightness level indicated by the fuzzy, regardless of the received presence value;
  2. the user turns off the light of a particular room;
  3. the user sets the maximum brightness.

The updated value of the brightness percentage is transferred to the actuator with the CO2 parameter. The latter will ensure the status of the home environment safety: in case the allowable CO2 levels are exceeded (over 100ppm), it will raise an alarm level and will activate a buzzer according to the value of the criticality.

PERFORMANCE METRICS EVALUATION

Two simulations have been carried out in order to evaluate the performance metrics. The first in "normal" conditions, i.e. each sensor transmits at a realistic frequency; in the second, all the sensors transmit every second, in order to simulate the network overload. In both scenarios, the reaction time, the response time and the throughput have been measured. Finally, by comparing the obtained results, the stretch factor has been calculated.

The reaction time, i.e. the amount of time between the submission of a request and the start of its execution, has been calculated for each sensor in the system. In this case, it represents the time that elapses between the sending of the message and the receipt by the next node. The response time, i.e. the amount of time between the user request and the response of the system, has been calculated for temperature and the CO2 sensors of the kitchen. The time that elapses between the sending of the message of the sensor until the sensor receipt by the actuator/controller has been measured.

The throughput has been obtained by calculating the number of bits per unit of time (second); the total number of packets sent by the sensors have been counted during the simulation, multiplied by the minimum size (272 bits) of each packet divided by the simulation time. The stretch factor has been calculated through the ratio of response time to a certain load and the response time in standard conditions.

Simulation 1: 3600 seconds (normal conditions)

Reaction Time: using the data obtained from the simulation, an average has been done of the reaction time values of the individual sensors. The reaction time has been calculated by saving the detection time of the data along with the identification data of the sensor, in a structure sent to the next node which, once read these values, carries out a subtraction between the current time and the one sent to him, returning the time value used for transfer. Table 1 shows the average values of reaction time for each sensor, from which the average time of a generic package has been obtained, which is approximately equal to 0.2774 seconds. This value is influenced by the execution time and by the priority assigned to the task. In detail, the data that weighs more on the calculation of the average is the time value of the light, presence, temperature and humidity sensors that belongs to the network 1, since the sensors are not directly connected to the gateway, but, through a Peer-To-Peer connection. The temperature and the humidity sensors serve as means for forwarding the messages, so the received messages will suffer a delay equal to the execution period of the task (1 sec).

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Reaction Time</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO2</td>
<td>0.189</td>
<td>0.1651</td>
</tr>
<tr>
<td>Brightness</td>
<td>0.002</td>
<td>0.2516</td>
</tr>
<tr>
<td>Presence</td>
<td>0.073</td>
<td>0.3045</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.003</td>
<td>0.3215</td>
</tr>
<tr>
<td>Humidity</td>
<td>0.095</td>
<td>0.3444</td>
</tr>
</tbody>
</table>

Response Time: with the same initial procedure of the reaction time, the transmitted values are sent
with a related field that allows the sensor identification (room, type and detection time). The submitted data structure allows the packet to be redirected correctly through the network up to the proper actuator/controller. As mentioned previously, the response time has been calculated for the temperature and CO₂ sensors of the network 2 (kitchen). From the studied samples, it is possible to derive the average time needed for all the response times. The average response time of the temperature sensor is approximately equal to 0.8490 seconds, while the average response time of the CO₂ sensor is around 0.5181 seconds. This difference, as previously mentioned, is due to the priorities assigned to the tasks of the related nodes of the network; tasks related to temperature, humidity, and light have a lower priority than the task that handles the messages from the presence and CO₂ sensors.

**Throughput:** during a test of one hour, the number of packets sent by the various sensors has been 243. This value has been multiplied by the minimum frame size relative to amount to 272 bit network and divided by the duration of the simulation, in seconds:

\[
\frac{243 \times 272}{3600} = 18.36 \text{ [bit/s]} = 2.295 \text{ [Byte/s]}
\]

**Simulation 2 - 3600 sec - Network overload conditions**

The simulation has been executed by changing the execution period of the tasks. In this way, all sensor functions are called every second, without any distinction. The results are almost equal to what is found in normal conditions. This is due to the internal control of the tasks of the sensors that provide for the dispatch of data only if the difference of this with the previous one is greater of a certain index. Therefore, the network has not suffered any particular delays due to the load and indeed has shown marked improvements regarding the throughput, increased due to the number of packets transmitted per unit of time.

**CONCLUSIONS**

The purpose of this paper was to show one of the possible deployment scenarios of a home automation through the use of the ZigBee protocol. Given current costs and ease of use, the automated home provides a significant support for users. Regarding future developments, in addition to effective implementation, it would be possible to add additional nodes and typologies of sensors. It might be interesting to add an intermediate router that enables communication with the Wi-Fi standard for remote control of the system via smartphones. Moreover, it could be managed through appropriate algorithms, the routing packets with the creation of a dynamic mesh network.
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Abstract
Writing about magnetic core memories means coming back more than 50 years ago in the digital era and making an effort to survive a technology that represented in a concrete way, the possibility to store data in a nonvolatile manner. In the past century, around forties and fifties, scientists, technicians and engineers all over the world began to project and realize first examples of computers for military aims.

One of the fundamental elements of a computer is the possibility to store, either for the functioning of the system itself, or for future elaborations and uses. Magnetic, ferrite core memories made this fundamental function and were the dominant technology among fifties and seventies, before being substituted by transistors first and integrated circuits after.

INTRODUCTION
In this short paper, pointing out functioning principles of magnetic core memories, starting from the work of two American researchers Ben North and Oliver Nash and only using open source software, we very briefly summarize how we built our 32 memory array and how succeeded in controlling it by an STMicroelectronics microcontroller.

At the end, we demonstrate that, a DJB 373330 SMS Card, owned by one of our professors and coming from an IBM mainframe of the past century, is still functioning.

MAGNETIC MEMORIES: FUNCTIONING PRINCIPLES
Far from being extremely reliable, magnetic core memory was an attractive technology, as based on a very simple idea.

A core is a magnetic ring able to store just a bit, depending on the direction of its magnetization, how we can see from the graph in Figure 2.

A magnetic core is a ferrite ring that can be permanently magnetized, either clockwise or anticlockwise, along its own axis. Hereby, a core can represent a bit of digital memory, imposing that the two states of magnetization are interpreted as 0 or 1, respectively, how we can see from the graph in Figure 3.
Figure 3: Direct and Opposite Current

The core need not be powered to maintain its own value, realizing in this manner, a kind of nonvolatile memory as modern hard discs, but with an incomparably lower writing/reading speed.

As the technology evolved, core dimensions decreased, passing from 2 mm in '50 to 0.4 mm in first years of '70 of past century. At the same time, access speed increased from 200 kHz to 1 MHz and assembling together hundreds of cores, built memories with more than 500,000 bits, how we can see from the graph in Figure 4.

The functioning principle of magnetic memories is based on a characteristic affecting all ferromagnetic elements. These can have two permanently states of magnetization. In the case of the ferrite ring, the two states of magnetization are identified by the two directions, clockwise and anticlockwise, around its circumference.

To set the magnetization core state's two conductive wires have to pass through it. A conductive wire generates a magnetic field and varying the intensity and the direction of the current that passes through it, it is possible to induce a change in the magnetization state of the core, creating what is defined as hysteresis cycle, illustrated in Figure 5.

Hysteresis cycle describes how changes the core magnetic field, as current varies in the wire. Points identified by ± REM represent the remaining magnetic field as no more current flows across the wire, they are the two magnetization states that indicate the value 0 and one of the memory. Points identified by ± Is represent the required, current values to saturate the magnetic state of the core.

Organizing the cores, forming a two-dimension array, as in Figure 6, the only core affected by a change in the state is the one in which the two wires across each other and the two 1/2 currents sum themselves. Once the state changed, although removing the two 1/2 currents, magnetization core state does not change, storing a possible value. Remaining cores are not affected, as the 1/2 current that they receive, is not enough to induce a change in the direction of magnetization.

The orientation of cores versus currents is fundamental, as the two 1/2 currents must sum to each other to reach the necessary value to obtain the changing in the state. In fact, in this situation currents are defined coincident. To optimize driving lines in the control unit of the memory, it is also applied the mechanism of non-coincident currents, summarized in Figure 6. Finally, associating state of magnetization and logical value zero or one, is absolutely arbitrary.

Figure 4: Evolution of memories

Figure 6: Coincident and Non-Coincident Currents

WRITING TO A MAGNETIC CORE MEMORY

We arbitrary impose that the two states of magnetization clockwise and anticlockwise represent values zero and one, respectively. With reference to Figure 7, let the two 1/2 currents flow, in the direct direction, in the two wires that identify the core we desire to write, until the direction of magnetization switches to clockwise. When that happens, the core will contain and maintain he value zero, even if no more current flows.

To change the value of the core from 0 to 1, it is necessary to reverse the direction of magnetization. The two 1/2 currents have to flow in the opposite direction, until the state of magnetization reverses to anticlockwise. As explained before, the core will retain the value even if no more current flows, Figure 8 summarizes the entire process. Values of currents and time of impulse to obtain reversal of magnetization state are material and thickness dependent and can be found experimentally.
READING FROM A MAGNETIC CORE MEMORY

Reading from a magnetic core memory is a bit more difficult and it is necessary to introduce a new concept: a change in a magnetic field creates a current.

So, every time we reverse the magnetic field from clockwise to anticlockwise or vice versa using the two wires to identify the desired core, a little current is produced and can be revealed by a third wire, called the sensing, spread along the memory. See Figure 9.

Keeping in mind the role of the sensing wire, to read a bit from a magnetic memory, we proceed as follows:

1. We write a 0. Whether the sensing reveals no current, no change in the magnetic field has happened, so, the core contained and will maintain 0.
2. Whether the sensing reveals a current, a change in the magnetic field has happened. So, the core contained 0, but now, that the magnetic field has reversed, it contains 1. Consequently, we lose the correct value 0 contained in the core and substituted it with 1, a wrong value. Now, it is necessary to write a 0 on the core, by reversing the magnetic field again.

This process is defined "destructive reading": in reading process, each time we write a value and the sensing reveals a change in state, we must regenerate the value contained in the core.

This simple schema can be further complicated, whether, instead of considering two-dimensional memories, we are interested in working with memories organized in core planes, one on top of each other, in order not to write a bit at a time, but a byte or a word at a time. In that case a fourth wire, a for each plane, the "inhibit" is inserted. At reading time, it is necessary to activate the inhibit pertaining to the plane containing the core we do not want to modify. Figures 11 and 12 summarize this concept.
Figure 13 summarizes the theoretical background we exposed so far and the required hardware to concretely build a functional magnetic core memory.

Figure 13: Driving in a 4*4 Bit Array

The circuitry receives X and Y coordinates of the selected core, together with the direction of the two currents and performs either reading or writing task.

As memories grew the simple, driving schema shown above began inappropriate because the required, increasing number of driving lines. To afford the problem, as shown in Figure 14, decoders were inserted. One decoder identifies the slice of the memory, while the other one determines the direction in which the currents have to flow. The theoretically, necessary 64 driving lines have been reduced to 16.

Figure 14: Reducing Driving Lines from 64 to 16

The method of non-coincident currents is used to further halve the number of driving lines. Considering a core identified by its two driving lines; of the four, possible combinations of the two currents, only two of them produce a change in the state of magnetization, those in which the two currents sum. They are defined coincident currents. The other two produce no effect, as being opposite currents, they delete each other.

They are defined non-coincident currents. Figure 6 summarizes these concepts. Considering now the two cores of Figure 15. We have still two driving lines, but one of them, describing two right angles, goes through one of the two cores in the opposite direction.

Figure 15: 4 Possible states of currents' Magnetization

Considering again all the four, possible combinations. We notice that all four states become valid, two for each core. It is like whether the array was divided in two slices and each core of the left side driven by coincident currents, has an homologous in the right slice driven by non-coincident currents, utilizing though the same two driving lines.

Starting from the project of Ben North and Oliver Nash, we built our magnetic core memory. After soldering components, one by one and many tests on Arduino, uploading the firmware written by the two American researchers, we obtained the shields shown in Figure 16 and 17.

Then, we went a step further. We ported the firmware from Arduino Uno to STMicroelectronics’ STM32 and connected our shields to a Nucleo F411RE. Figures 18 and 19 below, show the assembled hardware: Nucleo, Core Shield and Drive Shield.

The software we wrote is similar to that written by North and Nash, apart from tracing, logging and current calibrating functions that we did not implement. Our development work was entirely done under the Linux operating system, using only open source software. We also wrote some, little templates to automate compiling, uploading and debugging the code for Nucleo F411RE.
In Figure 20 you can see a screenshot of the interactive menu, in which: t stands for 'testing all bits' array', r for 'reading a specific bit', R for 'reading the entire array', w for 'writing a specific bit' and W for 'writing the entire array'. Single bits are specified by binary addresses from 0 to 31.

Unfortunately, although we contacted people all over the world, we did not find any documentation about electric schemes and circuitry of IBM DJB. So, using an oscilloscope and an electronic microscope, we drew the CAD representation shown in Figures 22, 23 and 24.
After a hard testing work, we succeeded in identifying the pins that addressed two of the DJB's 1600 cores, that could be driven by our Drive Shield. Figures 25, 26 and 27 show these connections together with a connecting board.

We could write and read two cores, demonstrating that, at least partially, the DJB card was still functioning. In Figure 28 you can see our final, assembled project, whereas, a screenshot of the firmware uploaded on the Nucleo is shown in Figure 29. It specifically refers to the two addresses, 4 and 14, identified on the DJB.

CONCLUSION

Working with Magnetic Core Memories was an exciting experience. It is not easy to tackle with this sort of problems, especially nowadays, that this technology is no more used and find technical references is almost impossible. Moreover, owning an original IBM DJB 373330 SMS Array built more than 50 years ago is really a pleasure for future engineers. So, although the difficulties we encountered to develop our project and although we started from a very well done work of North and Nash, we very much thank our Professor Orazio Mirabella and our Tutor Engineer Antonio Raucea, who gave us the possibility to concretely experiment with a piece of technology that
represented an important step in modern computer science.
We very much desire to thank all people from many countries who helped us to end our work and being coherent with our idea of knowledge sharing, at the addresses GitHub or Corememory Shield is freely available all the documentation and software we produced for our project. A video is available at Magnetic Core Memory, as well.
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Abstract
This article discusses 3 algorithms for determining the range to an object in radiolocation: impulse, frequency and phase methods. Made the analysis of the increasing accuracy of the measurements for each method, when increasing the number of sources of measurements. Special attention is paid to the task of finding the optimal number of observers to achieve the best accuracy characteristics of each method.

INTRODUCTION
The task of increasing the accuracy of radar measurements was relevant from the beginning of radiolocation. The accuracy of measurements can be increased by two methods - hardware and software, in the article discusses algorithm for increasing the accuracy of the range determination by combining the measurements obtained from independent (separated) observers.

This method can be used in the tasks of searching for and rescuing people using unmanned aerial vehicles (UAVs), which can be launched into the sky in large numbers, and they do not require a large investment of financial resources.

FORMULATION OF THE OBJECTIVE
The task should be formulated in the following way. There are several spaced observation stations – radars(R), each of which monitors the object, calculating the range to the target (T).

All radar stations has its own measurement errors due to both the imperfection of the measuring equipment - systematic, and external factors, which we can’t influence - random. Systematic measurement errors, by calibrating the equipment, can be compensated, and in the case of random errors, statistics methods are usually used. We must determine the optimum number of radars in order to minimize the measurement error. To assess the accuracy are root mean square error \( \sigma(\alpha) \), which corresponds to a probability equal to 0.68, i.e. the error for 68% of all measurements will have absolute values less than \( \sigma(\alpha)[5] \). The error of each measurement of \( \alpha \) (in our case, distance to the target)

\[
\Delta\alpha = \alpha_0 - \alpha_k
\]  

where \( \alpha_0 \) is the true value, and \( \alpha_k \) - value in k-th dimension. If produced sufficiently large number n of measurements, the root mean square error value was found in the unbiased error variance

\[
\sigma(\alpha) = \sqrt{\frac{1}{n-1} \sum_{k=1}^{n} (\Delta\alpha_k)^2}
\]  

In the first part we will describe the methods of measuring the range to the target, and in the second part - the effect of the method of data fusion on the accuracy of measurements of each method.

ANALYSIS OF ALGORITHMS FOR DETERMINING THE RANGE TO THE TARGET
After analyzing the literature about three methods of measuring the range in radiolocation, obtain the table 1:
Table 1

<table>
<thead>
<tr>
<th>Frequency distance measurement method</th>
<th>Pluses:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1) Allows you to measure very small ranges.</td>
</tr>
<tr>
<td></td>
<td>2) A low-power transmitter is used.</td>
</tr>
<tr>
<td>Disadvantages:</td>
<td>1) Need to use two antennas.</td>
</tr>
<tr>
<td></td>
<td>2) The radiating antenna induces noise on the receiver.</td>
</tr>
<tr>
<td></td>
<td>3) High requirements for linearity of frequency measurement.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Impulse distance measurement method</th>
<th>Pluses:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1) The possibility of constructing a radar with a single antenna</td>
</tr>
<tr>
<td></td>
<td>2) Simplicity of the indicator device.</td>
</tr>
<tr>
<td></td>
<td>3) Convenience of measuring the range of several targets</td>
</tr>
<tr>
<td></td>
<td>4) The simplicity of the emitted pulses that last a short time $T_{imp}$ and the received signals.</td>
</tr>
<tr>
<td>Disadvantages:</td>
<td>1) The need to use large transmitter power pulses</td>
</tr>
<tr>
<td></td>
<td>2) It is impossible to measure small ranges</td>
</tr>
<tr>
<td></td>
<td>3) A large dead zone.</td>
</tr>
<tr>
<td></td>
<td>4) It is necessary to measure the time very accurately.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase distance measurement method</th>
<th>Pluses:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1) Low-power radiation because Undamped oscillations are generated.</td>
</tr>
<tr>
<td></td>
<td>2) The accuracy does not depend on the Doppler shift of the reflection frequency.</td>
</tr>
<tr>
<td></td>
<td>3) The simplicity of the range finder.</td>
</tr>
<tr>
<td>Disadvantages:</td>
<td>1) No permission for range.</td>
</tr>
<tr>
<td></td>
<td>2) The radiating antenna induces noise on the receiver</td>
</tr>
</tbody>
</table>

The following table explains the advantages and disadvantages of techniques in terms of their implementation in specific electronic devices, further into the article, we will analyze each of the methods in terms of improving the efficiency of the measurement range with an increase in the number of observers.

The method of data fusion for stationary multi-position systems

The final result of radar surveillance is the construction of the trajectory of targets. In multi-station radar stations, information is processed together in the construction of trajectories. Such processing should be carried out in several stages[1].
This flowchart needs clarification. At the first stage, the data coming from the separated positions must be transformed into a single central coordinate system (for example, into Cartesian), the beginning of which must be linked to the center of the receiving-transmitting position in order to simplify the algorithm of processing. About the positive sides of the transformation precisely in the Cartesian coordinate system is written in [1,2,3]. Mutually uncorrelated measurement errors of different "primary coordinates" in each position become generally correlated after the data transformation into a Cartesian coordinate system.

The task before the information gathering point (block - identification) is the following - to correctly group the messages belonging to the targets, and correctly link them to the corresponding combined trajectories. This problem reduces to the problem of checking statistical hypotheses. Let's imagine all possible combinations of grouping and binding of messages. In doing so, we will be guided by the rule that two messages issued by one radar station and selected in group A belong to different purposes. Therefore, when solving the problems of grouping and linking two new unified paths, the following 4 incompatible hypotheses are possible:

Hypothesis I (H\textsubscript{I}): messages mes\textsubscript{11} and mes\textsubscript{21} refer to the traj\textsubscript{1} trajectory, and mes\textsubscript{12} and mes\textsubscript{22} refer to the traj\textsubscript{2} trajectory.

Hypothesis II (H\textsubscript{II}): messages mes\textsubscript{12} and mes\textsubscript{22} refer to the traj\textsubscript{1} trajectory, and mes\textsubscript{11} and mes\textsubscript{21} refer to the traj\textsubscript{2} trajectory.

Hypothesis III (H\textsubscript{III}): messages mes\textsubscript{21} and mes\textsubscript{12} refer to the traj\textsubscript{1} trajectory, and mes\textsubscript{11} and mes\textsubscript{22} refer to the traj\textsubscript{2} trajectory.

Hypothesis IV (H\textsubscript{IV}): messages mes\textsubscript{11} and mes\textsubscript{22} refer to the traj\textsubscript{1} trajectory, and mes\textsubscript{21} and mes\textsubscript{12} refer to the traj\textsubscript{2} trajectory.

In this problem, the losses associated with the erroneous acceptance of any of the above hypotheses can be considered the same. The loss function can be taken equal to some predetermined constant number when choosing any wrong hypothesis and equal to zero when choosing the correct hypothesis. As a result, the decision to select a hypothesis (from the possible four) can be taken using the maximum likelihood criterion, that is, the maximum value of the corresponding likelihood function of the hypotheses[4].

The following are graphs explaining results of this method, for all ways to measure the distance in radiolocation:

CONCLUSIONS

The proposed method can be applied in real-world conditions for timely search and rescue people in emergency zones. It can be used for example in squadron of the UAV’s.

From the figures 3,4,5 we can see, that the optimal number of observers for the frequency method turned out to be the smallest. Technical characteristics, and accordingly the economy, as well as the accuracy of measurements can be selected, depending on the chosen measurement method.
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EXPERIMENTAL INVESTIGATION OF THE OPTICAL FIBER INFLUENCE TO SPREAD FUNCTION OF THE GRATING SPECTRAL DEVICE
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Abstract
Carried out the experimental research impact to transfer analyzed signals via optical fiber on diffraction grating spectral device power resolution. Assembled a laboratory model of the device and a system for signal transmission on single-mode and multimode fiber. Assembled device for reading the spectrometric information on the CCD ruler.

INTRODUCTION
Development of spectral control devices for different physical processes makes it possibility use of remote control [1]. One of many possible solutions for achieving this intention of development fiber-optic transmission system for analyzing signals from a radiation source to spectral measurement systems [2]. It is known that for spectral analysis, diffraction spectroscopic instruments are necessary to provide a homogeneous plane wave front of the analyzed physical optical radiation. The transmission of analyzed optical radiation along the optical fiber deform wave front, that leads to change in spread function of spectral device.

LABORATORY MODEL
In work [1] was obtained theoretical and experimental researches of influence on optical fiber of spread function of spectral device, basis on acousto-optical tunable filter. This paper presents the results of experimental studies of the influence of the fiber-optic transmission system of the analyzed signals on the spread function of diffraction grating optical spectral device. For these purposes was implemented, a laboratory model of a spectral device with fiber-optic transmission system.

Photos of the laboratory model and its individual components are shown in figures 1-3. The laboratory model is assembled on optical bench type ОСК-2 and includes the following blocks:

1. Optical bench ОСК-2;
2. He-Ne laser ЛГН-214 with a power of 1 mW and a central wavelength of 632 nm;
3. The collimator АКТ-15;
4. Fiber-optical system for transmission of analyzed signals, consisting of symmetric optical input-output devices with standard connectors for connection various types of optical fiber (Figure 2). The system has the ability to change the type of optical fiber from single-mode to multimode. In addition, the system is equipped with adjusting screws and the ability to move optical lens to achieve maximum efficiency input and output optical radiation (Figure 3).
5. Diffraction grate operating in transmitted light.
6. Lens with a focal length of 90 cm. The combination of the lens and two layers of free space provide the necessary spatial transformation optical signal formed on the output plane of diffraction grating [3].

Figure. 1 – Laboratory model
7. A device for reading spectroscopic information basis on a CCD ruler.

RESULTS OF EXPERIMENTAL RESEARCHS

Carried out three experimental tests with optical fibers on the spread function of diffraction grating spectral:

- a) under exposed collimated laser radiation on a diffraction grating (Fig. 4);
- b) with systems for transmission analyzed signals via single-mode fiber OFNR 8/125 μm (Fig. 5);
- c) with system transmission of analyzed signals via multimode fiber OFNR 50/125 μm (Fig. 6).

- a) the spread function of the diffraction spectral spectrometer without the use of a fiber-optic transmission system;
- b) collimated laser radiation falling on the grate.

Figure. 4

- a) the spread function of a diffraction grating spectral device with use a single-mode optical fiber;
- b) laser radiation transmitted through a single-mode fiber transmission system.

Figure. 5
a) the spread function of a diffraction grating spectral device with use a multimode optical fiber;
b) laser radiation through a transmission system with multimode fiber.

Figure 6

For improvement mass-dimensional parameters of layout, as provide management of registration and processing received spectroscopic information based on the CCD ruler. At the last moment developed a preliminary version of the device and software, that allows processing and displaying spectroscopic information on a PC.

The device for reading spectroscopic information is realized basis on the programmable gate array Altera Cyclone EP1C3T100C8N. As a ruler of photodetectors use Toshiba TCD1304.

Figure 7 – spectroscopic information reading device

Figure 7 shows a printed circuit board with a USB CCD ruler. Board size: 62 mm (length) * 50 mm (width). The device consists of two boards. On the top board are: linear CCD-matrix TCD1304, converter USB interface for parallel FIFO (FT245RL), LTC1865CS8 – analog to digital converter and LM32 – analog amplifier. On the back board is the Cyclone FPGA – printed circuit board, which provides signal processing from the CCD chip, provides control and signal for ADC and USB chips. At the bottom there are technological holes for the printed circuit boards. Can also use M3 screws to harden the entire board. All used from the available interfaces of the CCD board are located on the top board. The Mini-USB connector is employed for power supply, and the CCD intensity and control commands (for example, the integration time of the CCD) are transmitted via the USB interface.

CONCLUSION

According to the results of the experimental research can be concluded that the spatial modulation of optical radiation, which appears when the optical fiber is used as the transmission line of the analyzed signal, will broaden and distort the shape of the spread function of the diffraction spectral device and therefore worsens resolution.
When single-mode fiber is used – 1.5 times, and multimode fiber – 2 times. At the same time, the energy losses when single–mode fiber is used are significantly higher than when using multimode fiber.

From what has been said above, can be concluded that the use of a fiber-optic bundle as the transmission line of the analyzed signal will lead only to a multiple increase in the spatial modulation of the analyzed optical radiation and consequently to a significant deterioration in the resolving power of the device.

This work was supported by the Russian President's scholarship for young scientists and graduate students carrying out advanced research and development in priority areas of modernization of the Russian Economics (СП-536.2016.5).

This work was funded by the RFBR-The Russian Foundation for Basic Research: project No.16-07-00549.
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THEORETICAL AND EXPERIMENTAL PARAMETERS OPTICAL SPECTRAL DEVICES BASED ON THE ACOUSTO-OPTIC TUNABLE FILTER
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Abstract
Consider method of analysis of the spectra dynamic signals optical range techniques acoustooptics at light diffraction on a traveling acoustic wave excited by a periodic sequence of radio pulses with a rectangular envelope and linear variation of the instantaneous frequency. As part of the research acousto-optic interaction is thought of as a bilinear transformation of the spectral components, which are radio and optical radiation. Analysis of the spectrum in the optical range is seen as the result of the optical signal at the determined diffraction screen, that is, the acousto-optic modulator, which is driven deterministic acoustic wave. The results of the research are the relation describing the electrical oscillations at the output of the photodetector, which in turn are the result of the spectral measurements at different rates of change of the instantaneous frequency of oscillation of the control, as well as mathematical simulation results describing the process.

INTRODUCTION
The optical spectral instruments on the based of an acousto-optic tunable filter have the highest speed among systems with sequential reading spectrometric information. The restructuring of the acousto-optic tunable filter over a range of frequencies can be analyzed linear speed: how consistent and for a given program. Management acousto-optic tunable filter is easy to organize with the help of a computer.

The resolution of the optical spectral device based on acousto-optic tunable filter the of the same order of the, and spectral lattice devices and can reach units angstrom.

A very important advantage of optical spectral devices based on the acousto-optic tunable filter is the possibility of correction of the frequency characteristic preliminary acoustooptic interaction, and therefore, only the optical path of the measuring system by changing power supplied control signal. It should be added that such spectral instruments have a number of advantages, such as: reliability, small size and weight [2]. This is a decisive argument in favor of the use of equipment in the considered spectral optical spectral device based on an acousto-optic tunable filter.

COMPLEX HARDWARE FUNCTION
In this paper the analysis of the spectrum of optical radiation at its diffraction on elastic wave.

Figure 1

Distribution light in a plane z=F:
- Transparency transparency function is a linear map of the electric oscillations $S(t)$, the exciting environment acousto-optical interaction acousto-optic modulator in a plane acoustic wave $U(x_1,t)$;
- Plane light wave $e(Z,t)$, is normally incident on an acoustic wave $U(x_1,t)$;
- Attenuation and dispersion of acoustic waves in the acousto-optic modulator acousto-optical interaction neglect;
- An optical Fourier transform processor comprising a cylindrical lens and two layers of...
space ideally performs either a spatial Fourier transform or spatial Fresnel transform[3];
- Signals $S(t)$ and $e(t)$, determined by acoustic and light waves are adequately defined and Fourier-Stieltjes integrals

$$S(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left[ -i \omega \cdot x_1 \right] \exp \left[ -i \omega_2 \cdot x_2 \right] d\omega_1 d\omega_2$$  \hspace{1cm} (2)

$$e(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left[ -i \omega \cdot x_1 \right] d\omega_1$$  \hspace{1cm} (3)

It is assumed that the fluctuations of $e(t)$ correspond to a uniform plane light wave. The function $A(\omega_{1}, \omega_{2,1,2,2}, t)$ is the kernel of the bilinear transform spectral

$$F(x_2, t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(\omega_{1}, \omega_{2,1,2,2}, t) d\omega_{1} d\omega_{2}$$  \hspace{1cm} (4)

If $\omega_{1} = \omega_{2}$ const.,

$$d\omega_{1} = \delta(\omega_{1} - \omega_{2}) d\omega_{2}$$

we get a comprehensive hardware function diffraction spectral instrument optical range in the fall of acousto-optic modulator homogeneous plane monochromatic light wave.

$$S(\omega_{1}, \omega_{2,1,2,2}, t) =$$

$$= \alpha \exp(i \omega_{1} x_1) S_0 (\omega_{1}, \omega_{2,1,2,2}) =$$

$$= \exp(i \omega_{1} x_1) \int_{-\infty}^{\infty} \exp[i \omega_{1} x_1] \frac{1}{2\pi} \int_{-\infty}^{\infty} S_0 (\omega_{1}, \omega_{2,1,2,2}) d\omega_{1}$$

$$- i \xi_{S}(\omega_{2}) x_1 dx_1.$$  \hspace{1cm} (5)

At $\omega_{2} = \omega_{2}$ const., $d\omega_{2} = -i \xi_{S}(\omega_{2}) d\omega_{2},$ $k(\omega_{2}) = i \frac{1}{2\pi},$ we get a comprehensive hardware function diffraction spectral instrument optical range in the fall of acousto-optic modulator homogeneous plane monochromatic light wave.

$$I(\omega_{1}, \omega_{2}, \omega_{2,1,2,2}, t) =$$

$$= \alpha \exp(i \omega_{1} x_1) I_0 (\omega_{1}, \omega_{2,1,2,2}) =$$

$$= \alpha \exp(i \omega_{1} x_1) \int_{-\infty}^{\infty} \exp[i \omega_{1} x_1] \frac{1}{2\pi} \int_{-\infty}^{\infty} S_0 (\omega_{1}, \omega_{2,1,2,2}) d\omega_{1}$$

$$- i \xi_{S}(\omega_{2}) x_1 dx_1.$$  \hspace{1cm} (6)

wherein the acoustic wave acts as a diffraction grating, thereby forming a structure in the form latticed acousto-optic modulator.

Integrated hardware functions (5) and (6) define Moving (instant) spectra and light electric oscillations, provided movement analyzed by fluctuations fixed window, and the ratio (4) makes sense superposition integral for the corresponding spectral instrument, that is the acousto-optic analyzer radio spectrum or diffraction spectral instrument optical range in the diffraction optical radiation latticed structure in the form of acousto-optic modulator.

Since the information signals are adequately described in the theory of stochastic processes, in case the analysis of the spectrum of radio signals takes place deterministic diffraction light wave on a stochastic screen, and the analysis of the optical spectrum, diffraction occurs at a determine wave stochastic screen.

For oscillations with finite spectrum frequency dependence can be approximated by entire functions on the basis of this and the Paley-Wiener $S_d(\omega_{1}, \omega_{2}, \omega_{2,1,2,2})$ and $I_d(\omega_{1}, \omega_{2}, \omega_{2,1,2,2})$ are entire functions of exponential type in both variables, their values at all points determined by two-dimensional sampling theorem in the spectral region.

Acousto-optic modulator in Figure 2 as a one-dimensional transparency, converts the complex amplitude of $E_2(x)$ is incident on a plane monochromatic wave uniform rule $E(x,t) = E_0 T(x,t),$ where in $E_2(x)$ the complex amplitude distribution at the output face (the right along the axis $z$) of the acoustooptic modulator; $T(x, t) -$ transparency function acoustic-optic modulator as a banner.

Figure 2 shows a diagram of the acousto-optic modulator, which includes a piezoelectric transducer 1, media 2, acoustic absorber 3.

**HARDWARE FUNCTIONS OF OPTICAL SPECTRAL INSTRUMENTS BASED ACOUSTO-OPTIC TUNABLE FILTER**

In this paper the analysis of the optical spectrum at its diffraction by elastic waves excited by a periodic sequence of rectangular radio pulses with a duration $\tau$ with linear variation of the instantaneous frequency [1] and a repetition period $2T.$ Next there is a view of an idealized model of observing the diffraction of light by elastic waves, assuming that the condition.

To determine the integrated hardware functions is sufficient to consider one cycle of operation, this
corresponds to an electrical oscillation as a function of time \( t \),
\[
s(t) = S_m \exp[-i(\Omega_0 t + 0.5M t^2)], \quad t \in [-\frac{\pi}{2}, \frac{\pi}{2}],
\]
where
\[
M = \frac{\partial \Omega(t)}{\partial t} = \text{const}
\]
- the rate of change of the instantaneous frequency control electric fluctuations; \( \Omega_0 \) – average frequency electric fluctuations.

Within the radio-optical analogies connection input - output optical processor under consideration is given by
\[
g(x_1) = \int_{x_0}^{x_1} f(\xi) \exp \left[ i \gamma_1 (\xi - x_1) \right] d\xi,
\]
Integration over \( \eta \) leads to the expression
\[
g(x_1) = \frac{\pi}{i} \exp \left( -\frac{1}{2} \frac{x}{\gamma}^2 \right) 
\int_{x_0}^{x_1} f(\xi) \exp \left[ i \gamma_0 \left( \xi - \frac{1}{2} \frac{x}{\gamma} \right)^2 \right] d\xi,
\]
where \( \gamma_0 = \gamma_1 \left( 1 - \frac{1}{2} \frac{x}{\gamma} \right) = \omega' \frac{i}{2} \frac{x}{\gamma} \left( 1 - z_0 \frac{1}{2} \frac{x}{\gamma} \right)
\]
we obtain from the original formula for the complex hardware function optical spectral device based on acousto-optic tunable filter
\[
K(M, t, \Delta \omega') = A_0 \omega' \int_{-L}^{L} \exp \left\{ \left[ M \frac{i}{v} + \Delta \omega' \frac{1}{\omega''} \Omega_0 \frac{i}{v} \right] x \right\} 
\cdot \exp \left( \omega' \frac{1}{\omega''} M \frac{2}{\gamma} x^2 \right) dx.
\]

Mathematical modeling was carried out on the basis of the following parameters:
\[
\begin{align*}
\lambda & := 3 \times 10^6, & L & := 0.01 \\
\lambda & := 565 \times 10^{-9}, & v & := 200c \\
\Delta & := 10^9, & t & := -2, (-2 + 0.01) \ldots 2 \\
\omega & := \frac{2 \pi c}{\lambda}, & M & := 1 \times 10^6 \\
A_0 & := 6.72 \times 10^{13}, & M_1 & := 1.5 \times 10^5 \\
A_0 & := 6.72 \times 10^{13}, & M_2 & := 2 \times 10^6
\end{align*}
\]
\[
K(t) := \frac{1}{A} \left( \omega + \Delta \omega \right) \int_{-L}^{L} \exp \left\{ \left[ M \frac{i}{v} + \Delta \omega' \frac{1}{\omega''} \Omega_0 \frac{i}{v} \right] x \right\} 
\cdot \exp \left( \omega' \frac{1}{\omega''} M \frac{2}{\gamma} x^2 \right) dx
\]

Figure 3 shows the results of mathematical modeling of complex hardware functions of the optical spectral device based on an acousto-optic tunable filter.

Energy transmission function of the optical spectrum device, measured at a width of the slit diaphragm photodetectors equal to 1 micron
CONCLUSION

The present work shows the role of spectral measurements in the optical range and marked dignity optical spectral device based on acousto-optic tunable filter.

A general expression of complex hardware functions of optical spectral device based on acousto-optic tunable filter and parameters are specified on which it depends.

As a result of the research, it was found that the acousto-optic interaction can be considered as a bilinear transformation on the spectral components that are physically: radio spectrum and the spectrum of the optical radiation. In the general form of linear transformations defined by the expansions of the nonlinear operator in a Taylor series and the establishment of the linear approximation. This technique is suitable to describe the linear approximation of any dynamic physical system.

As a result of this work, a formula for calculating the square of the modulus of the instrumental function of the optical spectral device based on acousto-optic tunable filter. This formula takes into account all the parameters and modes of operation of the optical spectral device based on acousto-optic tunable filter.
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ABSTRACT – the main goal of this work is to develop a communication system which uses the acoustic medium in order to send commands from a control device (like a smartphone) to a receive device. The communication protocol realized uses five frequencies and a M.F.O.O.K modulation (Multiple-Frequency-On-Off-Keying).

INTRODUCTION
In the last few years many wireless communication technologies have been developed. In our home we can find a lot of devices which can use communication over the air. Most apartments have a Wi-Fi network and almost all mobile devices, like smartphones, are able to transmit information through several communication channels. There are many applications that allow to check emails, the bank account and many other information, using a smartphone and an internet connection. Nevertheless, the raising interest for sustainable technologies with minimum impact on human health drew the attention to technologies based on alternative means in order to not increase the electromagnetic pollution.

In some cases, the wireless data transfer based on radio frequencies may interfere with other electric devices; this is the case of hospitals, research and measurement labs.

We chose the acoustic waves which have several limitations such as the inability to pass through walls, short communication distances and low bit rate, but they have also several advantages. There are many scenarios where is acceptable to use a low bandwidth and a short transmission distance; actually, a limited distance allows to increase the communication security or to minimized the interference between different acoustic networks. Moreover, the acoustic waves do not electrically interfere with biological tissues.

The acoustic waves are used in undersea communications [1],[2] and there are autonomous under-water machines which are able to communicate using acoustic waves with frequencies between 12 KHz and 30 KHz.

In this paper we briefly illustrate the design, problems and technique used to develop the transmission physical medium which is based on sound and the development of it on hardware such as smartphone and embedded circuits, in order to allow the interaction between them.

This work continues the one started by Dr. Salvatore Tarda[3].

The system consists of two parts: the Android application and the STM32F4 microcontroller of STMicroelectronics as embedded device. The Android application allows to interact with the embedded device, converting the commands in sounds.

The embedded device decodes the audio signals and executes the corresponding commands.

STM32F4[4] is provided with an ARM Cortex-M4 processor with a Flash memory of 1 MB and 192 KB of RAM; in this Discovery-Kit there is the ST-LINK device which allows to program the microcontroller via USB port. This board includes a lot of peripherals such as: MEMS sensors (MP45DT02 -Microphone), an audio DAC (CS43L22), eight colored led, etc.

Fig. 1: STM32F4 board

The firmware has been developed using the C programming language and the software libraries provided by STMicroelectronics.

ACOUSTIC LINK
The commands are codified by the Android application and sent as acoustic waves, in order to be acquired and executed by the STM32F4 board; the acquisition is performed by the integrated MEMS microphone (MP45DT02).
Data are transmitted using a sinusoidal waveform with a M.F.O.K. modulation (Multiple-Frequency-On-Off-Keying)[5]; this modulation allows to perform a parallel transmission over more carrier frequencies, representing the binary values 0 and 1 through the variation of the amplitude of the frequency transmitted.

In order to reduce the transmission time, a couple of bit is assigned to each frequency; thereby, using only four frequency is possible to send four couples of bit (00 – 01 – 10 – 11).

The frequencies chose by Dr. Tarda[3] for the data transmission were:

- 16250 Hz
- 17000 Hz
- 17750 Hz
- 19250 Hz
- 20000 Hz

As we can see there is a guard band of 750 Hz; the frequency of 16250 Hz represents the synchronization signal between sender and receiver; this frequency is sent at the beginning of transmission and before the transmission of each byte of data.

The original version of this project had several problems, and sometime did not properly work; the SMT32F4 board not always decoded data correctly, even with the smartphone placed at short distance from the board.

In order to find the origin of this problem, we analyzed the code of the Android application, in particular the MainActivity class; this class gets as input the string related to the command and converts it in a binary code using the “str2bin” function; the result is passed to “sendData” function, which generates the synchronization frequency, assigns the correct frequencies to each couple of bit, creates the audio track in PCM format and finally sends it.

We verified that the binary encoding and the related frequencies were correct, using the AUDACITY software; we recorded the sound emitted by the smartphone and then we inspected the frequencies spectrum.

Once we verified that the encoding of the smartphone was correct and that the audio signal did not present important distortions by the smartphone speaker, we inspected the firmware.

The board documentation reports that the bandwidth of microphone is between 20 Hz and 20 KHz[5], as is shown in the image below:

The MEMS microphone, starting at about 17KHz, shows some distortions. We chose different frequencies inside the flat bandwidth of MEMS microphone (100Hz-2KHz). For this reasons, we chose this transmission frequencies:

- 1150 Hz
- 2150 Hz
- 3150 Hz
- 4150 Hz
- 5150 Hz

in this way, the MEMS microphone does not generate distortions into the received signal. Moreover the use of a greater guard band allows us to have less distortions. The synchronization frequency is 1150 Hz. Initially we had chosen a lower synchronization frequency, but in order to avoid the environmental noise we opted for a greater frequency.

Even though we had changed the frequencies range, the board was not able to decode the commands sent by smartphone. So, we continued our work by analyzing the decoding algorithm and understanding received signals. This brought us to change the code.

We modified the libraries:

- Firmware:
  - ucom.h
  - mems_acq.h
- App Android:
  - MainActivity.java
  - ucom.h

It is the main part of the project; this library allows to decode signal from the acquired samples. It consists of three functions: record_init, DataFlowDec and DataExec.

- record_init
The record_init function allows to take audio samples from the buffer. It has an infinite loop which controls the presence of information inside 20 ms of sound (20 ms is the duration of one frequency which corresponds to one couple of bit).

Then the Fast Fourier Transformation is computed using a window of 512 samples; then the power spectrum is computed, scaled and filtered, deleting too low frequencies. The index that contained the highest value, corresponding to the sent frequency, is selected from the buffer; in particular the frequency will be inside one of these intervals and the values will compose the array that contains data, which must be decoded:

- **Synchronization Frequency**: index between 12 and 19; the value “5” is inserted in the data array.
- The couple of bit 00: index between 20 and 30; the value “0” is inserted in the data array.
- The couple of bit 01: index between 31 and 42; the value “1” is inserted in the data array.
- The couple of bit 10: index between 43 and 53; the value “2” is inserted in the data array.
- The couple of bit 11: index between 54 and 63; the value “4” is inserted in the data array.

If the index is not inside one of these intervals, the value of “4” is inserted in the data array; that means an error is occurred, a situation in which the information is not recognized. In this case there is a consecutive error counter in order to check if there are several consecutive information not encoded, which means that there are not other new data and is possible to start the decode.

The intervals allow to recognize a certain frequency even if it has some distortions, because the central value of the interval represents the index of the frequency inside the buffer containing the power spectrum. The indexes obtained with the new frequencies are:

- 14
- 26
- 36
- 48
- 59

To compute them, just use the equation below:

\[
\text{index} = \frac{\text{(frequency} \times N)}{\text{Sample Frequency}}
\]

Where “frequency” represents the one associated to the index (e.g. 1150 Hz); “N” is the window used for the Fourier Transformation (in our case 512); finally the “Sample Frequency” is 44100 Hz.

Finally, the empty part of the array is filled with “4” and the function DataFlowDec is called.

- **DataFlowDec**

The function DataFlowDec take as input the array containing data collected from the audio samples by function record_init. We modified this function, adding a synchronization system, enhancing the system performance. The main problem of the algorithm is the following: the microphone is not able to get the sounds perfectly; sometime a frequency is not detected or is not correctly decoded because of some environmental noise. When a command is sent, firstly the synchronization frequency is sent, and then the command itself. The latter corresponds to one byte, composed by 20 values subdivided into 4 parts of 5 element; each element corresponds to a frequency, which identifies a couple of bit to decode. An ideal command to decode had the following format:

```
55555 11111 00000 11111 22222
```

We have five values for the synchronization, followed by the command consisting in four parts. Because of the imperfection of the microphone, the command can be received in a distorted format and the system should not be able to understand where is the beginning of the command, represented by the synchronization.

The new algorithm looks for the synchronization values and increment a counter. The latter counts the consecutive synchronization values; if there are at least three consecutive values, it’s possible to go on and start the decoding. Then, since the synchronization is formed by five elements, the deviation is computed in order to know where the command begins.

When the beginning of the command is found, it is checked if in a window of 20 elements (the command) there are enough data in order to start the decoding: if there are more of 10 values different from “4” (this value means that the system does not recognized any frequency), it’s possible to start the decoding.

The 20 elements are divided into five parts; for each part are counted the number of 0, 1, 2 and 3, which filling four counters.

The highest counter identifies the frequency (the couple of bit) sent; this result is stored in a data array with the following codify:

- 0 (for the couple of bit 00)
- 1 (for the couple of bit 01)
- 2 (for the couple of bit 10)
- 3 (for the couple of bit 11)
Finally a binary string is created with the values found. When the decoding is completed, the decoded command is passed to the function DataExec, which executes the command.

MEASUREMENT

The measurements made in order to test the system performance take into account the presence of different sources noise: voice, music, television and an object that falls near the microphone.

We made 40 measurements for each of these types, and in order to offer a better valuation, we tested the original code with the old frequencies, the new algorithm with the old frequencies, and finally the new algorithm with the new frequencies.

MEASUREMENTS WITHOUT NOISE

![Fig. 3: Histogram without noise](image)

As it is shown above, with the use of the new algorithm we reach a better system performance.

MEASUREMENTS WITH NOISE: VOICE

These measurements are made talking at a distance of 30 cm from microphone. The results obtained are:

![Fig. 4: Histogram with noise (voice)](image)

Watching the results, we can assert that the voice does not affect the system performance.

MEASUREMENTS WITH NOISE: MUSIC

These measurements are made playing music at a distance of 30 cm from the microphone and we obtained the following results:

![Fig. 5: Histogram with noise (music)](image)

The performance reached with the use of old frequencies and the new algorithm is better than the one reached with the new frequencies and the new algorithm because the new frequencies are in a lower band which is affected by the musical noise; the old frequencies which are in a greater band are not affected.

MEASUREMENTS WITH NOISE: TELEVISION

This measurements are made using a television at a distance of 2 m from microphone. The results obtained are:

![Fig. 6: Histogram with noise (television)](image)

Also in this case, using the old frequencies, is possible to observe a small influence of television disturbances.

MEASUREMENTS WITH NOISE: OBJECT

These measurements are made by letting a small object fall (a chewing gum packet) at a distance of 5 cm from microphone. We obtained the following results:
Observing the graph, it is clear that the falling of an object has a bad influence on microphone behavior.

**CONCLUSION**

The implementation of the new algorithm leads to a better synchronization between smartphone and board, increasing performance and the efficiency of system.

The new frequencies present less distortions than the old ones because they are in the flat band of STM32F4’s microphone; however they suffer for disturbs present in urban environment.

In order to reach a better result, it might be useful to use a microphone which works over 20kHz, avoiding interference from outside noise. Moreover using the ultrasound, the commands are not audible from the human ear, so we have a lower environmental noise pollution.

This technology can be used in different scenarios, e.g. in the control of environmental variables, in the opening of doors and gates; in particular in the medical and childhood field it avoids to radiate the environment with the Wi-Fi signals.
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When creating control systems for robotic objects, a wide range of sensors, different configurations and designs are often used. To date, in 80% of cases, robotic systems are equipped with the following types of sensors: distances (optical and infrared); Vibration (mechanical); Video processing (cameras); Color recognition (optical), positions (gyroscopes and accelerometers), etc. Bluetooth, Wi-Fi, GSM and other technologies are used as information transfer channels.

However, there are anthropomorphic robotic systems for control, which need to read or repeat the movements of the human body. Often this applies to parts of the human body such as arms, legs and especially the fingers as the most subtle tool created by nature.

To build such control systems, a variety of approaches are used, but the most common is the way the information is read from a resistive bending sensor or a Flex sensor (Figure 1). Such sensors have a number of mechanical and electrical faults: a limited cycle of bends; Rigidity and impossibility of repetition, and following and interpreting small bends; Step change in the external characteristic [1].

The article presents a way to create and integrate optical bending sensors that are designed to control fingers with a mechanical hand.

Fig. 1. Resistive Flex Bending Sensor
The basic electrical diagram of the optical bending sensor is shown in Fig. 2.  

Structurally, the optical bending sensor is a silicone tube with a diameter of 5 mm and a length of 100-120 mm, it depends on which of the fingers of the human hand is the sensor. On one side of the tube, a VD1 LED (red, 5 mm in diameter) is welded, and on the other a photoresistor R3 (5 mm in diameter). After carrying out all electrical connections, according to the basic electrical circuit (Figure 2), the entire structure is inserted into a black heat-shrinkable tube with a diameter of 10 mm (Figure 3).

Fig. 2. Schematic diagram of an optical bending sensor

Fig. 3. Stages of manufacturing an optical bending sensor

To remove the characteristic of the output voltage of the optical bending sensor from the angle of its bending, a basic electrical circuit was used based on the Arduino UNO microcontroller [2] and an algorithm written in the Arduino IDE software [3] (Fig. 4).
Fig. 4. Basic electrical circuit based on the Arduino UNO microcontroller and the algorithm in the Arduino IDE for removing the output voltage characteristic of the optical bending sensor from the angle of its bending.

To build the dependence of the output voltage of the optical bending sensor on the angle of its bending, the "Port Monitor" (Ctrl + Shift + M) and "Plotter by serial connection" (Ctrl + Shift + L) were used in the Arduino IDE software, the dependencies are shown in Fig. 5.

Analysis of the dependencies (Fig. 5) showed a sufficient, and most importantly smooth, range of the output voltage of the optical bending sensor from the angle of its bending in the range of 0.98-4.38 V. The resulting optical bending sensor, after attaching it to one of the five fingers of the glove, can be used to control the Futaba S3003 servo, which will drive the fingers of the mechanical arm through metal cables (Figure 6).

To control the servo drive Futaba S3003 [4] using an optical bending sensor, a basic electrical circuit was used based on the Arduino UNO microcontroller and an algorithm written in the Arduino IDE software (Fig.7).

```cpp
#include <Servo.h>
#define MAX_ANGLE 90.0
Servo myServo;

void setup() {
  Serial.begin(9600);
  pinMode(A0, INPUT);
}

void loop() {
  int bb = analogRead(A0);
  Serial.println(bb);
}
```

Fig. 5. Dependence of the output voltage of the optical bending sensor on the angle of its bending.

Fig. 6. Scheme fixing the optical bending sensor on one of the five fingers gloves and a mechanical arm with a servo and metal cables.

Fig. 7. Scheme of the basic electrical circuit.
Fig. 7. Schematic circuitry based on Arduino UNO microcontroller and algorithm in Arduino IDE for servo control Futaba S3003

Tests of the basic electrical circuit and algorithm (Figure 7) showed sufficient sensitivity, smoothness and efficiency of the manufactured optical bending sensor when controlling the servo drive Futaba S3003. In the course of the experiments, it was found necessary to refine the Futaba S3003 servo control algorithm, since The optical bend sensor can bend in the range of 0-90 degrees, it is necessary to adequately project this range to the angle of rotation of the servo, which varies in the range of 0-180 degrees, further work will be aimed at improving the control algorithm.
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Abstract
Models and algorithms of programming are based on the forecast of time series. It allows to display correctly forming and development mechanisms of the process and stipulated by those or others trends of different ways of action. To date great number of prediction models have been developed among them such as exponential smoothing models, regression and autoregressive models, models based on Markov chains, neural network models, classification models.

The most often used models are regression and autoregressive models because of the analysis capabilities they provide[2]. One of the serious disadvantages of the class of autoregressive forecast models you can call the large number of parameters to identify each one required significant count of resources most of it ambiguous.

KEY words: time series, forecast, prediction, models.

OVERVIEW OF PREDICTION MODELS

Forecast is a prediction of the possible values in some process in future, based on already known characteristics in past and present time. Researched process most often presented in form of some time series. Time series is selective implementation generated consistently in time by a stochastic process which is influenced by many factors.

The essence of forecast of a time series is reduced to search functional dependence, which describes time series, otherwise(different) - prediction(forecast) model. These forecast models are divided into two big classes: statistical models and structural models.

The statistical models are include models such as:
- exponential smoothing models,
- regression,
- autoregressive.

In these models functional dependence is determined analytically.

The structural models are include models such as:
- models based on Markov chains,
- neural network models,
- on the basis of classification and regression trees.

In these models functional dependence is determined structurally.

AUTOEGRESSIVE MODELS

The autoregressive models are based on offer, that the value of some element of the time series Z(t) depends linearly from (depends linearly on) past values of the same time series Z(t-1),.....Z(t-p)

The most popular of the simple models used is moving average autoregressive model[1]. This model of the autoregression (AR) is quite useful in formalizing time series encountered in applications. In it, the current value of the process Z(t) is determined by linear dependence of the previous values of the time series and "white noise"- the error of the model, implied as a random process with values evenly distributes over a certain range.

AR model of order p, usually denoted as AR(p), looks like this:

\[ Z(t) = C + \beta_1 Z(t - 1) + \beta_2 Z(t - 1) + \beta_p Z(t - 1) + \epsilon_t \]  

where \( \beta_1, \ldots, \beta_p \)  - model parameters (autoregressive coefficient)
\( C \)-constant(usually means zero)
\( \epsilon_t \)-model error(white noise)

Example, autoregressive process of the first order AR(1):

\[ Z(t) = C + rZ(t-1) + \epsilon_t \]  

(2)
In considered example above autoregression coefficient converges with the coefficient of autocorrelation of the first order \( r \).

Other quite common type of the model, used in conjunction with autoregression is moving average model of order \( q \).

\[
Z(t) = 1/q(Z(t-1) + Z(t-2) + \cdots + Z(t-q)) + \varepsilon_t
\]

(3)

Here \( q \) is the order of the moving average.

Also there are other models of the moving average: simple, weighted, cumulative, exponential. There is an opinion[1] to get model more clear expediently to unite autoregressive and moving average into one model called ARMA(\( p,q \)). It combine the filter in the form of the moving average \( q \)-th order and autoregression of the filtered values of the \( p \)-th order series.

If the source data are not actually the values of the time series and the difference is \( d \)-th order (typically on practice \( \leq 2 \) ) then that model is called the autoregressive model of the integrated moving average (ARIMA\( (p,q,d) \)).

MODELS OF THE EXPONENTIAL SMOOTHING

The models of the exponential smoothing(ES) widely used at present. It is still simple, effective, visual considering that they were developed in the middle of the XX century.

The main idea of the ES is the continuous correction of the predicted values at the moment of the receive of new actual data. Therefore, the latest received data has a greater impact on the forecast of the value then previous observations.

The model of the ES looks like this:

\[
Z(t) = S(t) + \varepsilon_t
\]

(4)

\[
S(t) = \alpha(Z(t-1) + (1-\alpha)S(t-1))
\]

(5)

Where \( \alpha \) — coefficient of smoothing, \( 0 < \alpha < 1 \);

The initial condition: \( S(1) = Z(0) \)

The Holt model or in the other words double exponential smoothing. These model effectively used for work with the processes which has trend. In the considered model it is necessary to analyze two conditions: the level and the trend.

Regardless of each other, the level and trend are smoothed out.

\[
Z(t) = S(t) + \varepsilon_t
\]

\[
S(t) = \alpha \cdot (Z(t-1) + (1-\alpha) \cdot S(t-1) - B(t-1))
\]

(6)

\[
B(t) = \gamma(S(t-1) - S(t-2)) + (1 + \gamma) \cdot B(t-1)
\]

\( \alpha \) — coefficient of smoothing, \( 0 < \alpha < 1 \), (like in (5)); \( \gamma \) — smoothing trend coefficient

The Holt-Venters model, otherwise, triple exponential smoothing, is used to forecast processes which has trend and seasonality.

\[
Z(t) = (R(t) + G(t)) \cdot S(t)
\]

(7)

\( R(t) \) — smoothed level without seasonal component.

\[
R(t) = \frac{\alpha \cdot Z(t-1)}{S(t-1)} + (1 + \alpha) \cdot (R(t-1) + G(t-1))
\]

(8)

\( G(t) \) — smoothed trend.

\[
G(t) = \beta \cdot (S(t-1) - S(t-2)) + (1 - \beta) \cdot S(t-1)
\]

(9)

\( S(t) \) — seasonal component.

\[
S(t) = \frac{\gamma S(t-1)}{S(t-L)} + (1 + \gamma) S(t-L)
\]

(10)

Quantity \( L \) -lengths of the season of the researching process.

The exponential smoothing models mostly effective to longtime predicted.

NEURAL NETWORK MODEL

Today, models which based on the artificial neural network(ANN) are among the maximum extensively used of the structural models. Due to the opportunities of working with noisy and controversial data.

Neural networks makes up the group of the models, that are analogues to the biological neural networks of the central neural system of animals (in particular, the brain), used for forecast and estimate, given a large number of initial parameters, mostly unknown.

Artificial neural network, as a rule, represented as a system of interconnected "neurons", which exchange messages with each other.

Neural networks are adaptive to inputs and able to learn due to connections that have numerical weights set up on basis of experience.
Figure 1 - Nonlinear model of neuron.

The neuron consists of 3 logical blocks: inputs, conversion function, output. (fig.1)

To describe models of neuron used two equations:

\[ U(t) = \sum_{i=1}^{m} w_i Z(t-i) + b, \]
\[ Z(t) = \phi(U(t)), \]

where, \(Z(t-1), \ldots, Z(t-m)\) – input signals; \(w_1, \ldots, w_m\) - synaptic weights of the neuron; \(b\) – limit; \(\phi(U(t))\) – activation function.

Architecture of the neural network depends on the connection of neurons. Features of the neural connection is define the three types of network:

- recurrence networks
- single-layer networks of direct distribution
- multilayered networks of direct distribution

The main meaning of the neural network predictive model is to generate some output sequence in response to some input sequence, the so-called time link. This task includes two aspects:

- sequence recognition
- sequence reproduction.

For forecast of the time series neural network certainly should have recurrence.

One of the several possible architecture of neural networks is multilayered one by one(priority one). By using additional of the direct or indirect loops of connection this network meets the requirements of recurrence and this is why this model is suitable for predicting the time series. As only little number of connections has inverse connection this networks is named partially recurrence. It uses context units. The context of the storage unit of the hidden layer of output from one or more previous steps in time use as additional input devices. Thus, they pass information from past to the state of the network now.

Therefore, neural networks models are effective in predicting of the nonlinear dependence of the future values of the time series from actually values and of the value of the external factors. Nonlinear dependence setup by the structure of the network and activation function.

Neural networks capable to learn based on input and output date. That is way, they can solve complex management tasks [2,3,4].

MODELS BASED ON MARKOV CHAINS

The model based on the Markov chain is applied when the future values of the process parameters are determined by its current state and independent the previous[5]. So, processes with short memory are modeled by Markov chains. The remark that the intensity of the probability flow entering the given state is equal to the intensity of the probability flow coming from this state is applicable to any Markov chain.

In the system, the transition from E0 to E1 is allowed.

\[ \frac{3}{2} \lambda p_0 = \mu p_1 ; \]
\[ (\lambda + \mu) p_1 = \lambda p_0 + \lambda p_2 ; \]
\[ \mu p_2 = \frac{\lambda}{2} p_0 + \lambda p_1 ; \]

These equations correspond to the conditions of the flow conservation in the states E0, E1, E2, respectively. We note that the third equation is exactly the sum of the first two; for finite Markov chains, we always obtain exactly one excess equation. An additional equation is \( P_0 + P_1 + P_2 = 1 \).

The solution of this system is:

\[ p_0 = \left[ 1 \left| 2 \frac{\lambda}{\mu} - 3 \left( \frac{\lambda}{\mu} \right)^2 \right]^{-1} \]

\[ p_1 = \frac{3 \lambda}{2 \mu} p_0 \]

\[ p_0 = \left[ \frac{1}{2 \mu} \left| 3 \left( \frac{\lambda}{\mu} \right)^2 \right] \right] p_0 \]

The advantages of the enumeration method are used here to determine the stationary distributions of a number of Markov chains. Consequently, the structure of the Markov chain and the probability of state transition determine the relationship between the value of the process that will be and the one that is at the moment.

**SUMMARY**

The purpose of time series prediction methods is very relevant for a variety of applications and is considered an integral part of the health of many companies.

At the moment, a large number of models have been created, with the help of which it is possible to find a solution to the problem of predicting the time series, autoregressive and neural network models are more effective among these tasks.

An important defect of autoregressive models is considered to be a large number of independent characteristics that require recognition; Defects of neural network models are considered to be the opacity of the simulation and not easy to study the network.

A more promising course of model forecasting, whose goal is to increase the infallibility, is the emergence of combined models that perform clustering on the 1st line, and then the prediction of the time series from within the established cluster.
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Abstract
The article addresses the problem of quality control in additive manufacturing based on the lack of standardized indicators of the production process and technical regulations, which describe the defects arising in a production process of models. The analysis and the decision with use of Shewhart control charts is provided.

Keywords: additive technology, statistical methods of quality, defects of the production process.

INTRODUCTION
Increasingly in recent years we may be faced with the theme of additive technologies not only within use in research works or research and development, but also successful use of technologies in serial productions in various spheres around the world.

Russia doesn't lag behind – the market of materials, special composite thermoplastics and metal powders develops, and there are domestic equipment manufacturers with a quality which isn't inferior to foreign analogs [1].

Naturally there are difficulties and problems faced by producers and regular users of 3D printers. One of important issues concerns implementation and certification of the details made by an advanced method, but the main priority issue affects the feasibility and efficiency of such process innovations. However, many practices prove the viability and therefore the competitiveness of additive technologies [2].

Special demand 3D printing has in the space industry, aviation and automotive industries, where the high quality of the products has great importance [3]. Therefore, the main problem which face directly during production is appearance of defects for various reasons. In this connection, appropriate attention should be paid to researches of possible defects and the causes, and also to methods of minimization of losses through the timely application of appropriate tools of quality management.

RESEARCH PART
The basis of additive production is a thermal process with all its inherent disadvantages. Often found type of defect is called warping, which is characterized by compression and the shrinkage of plastic through temperature reduction and model distortion [4]. Not less common so-called "elephant foot" - detail at the base becomes larger than it was intended. In this case setting the printer table temperature plays a role. The most common, basic defect – friability, also called sagging when in areas where support is necessary, it is absent and the printing is performed by air or when badly chosen temperature causes formation of droplets, clusters of plastic. The material overheat may also lead to decomposition of the plastic, that is pyrolysis, which is not only contributes for changing the properties of the material, but frequent failures of the equipment [5].

It is easy to note that compliance with certain operating temperature has a significant impact on the quality of the models, so it is necessary to control the printing temperature and keep it within the range, depending on the type of material and equipment class. In order to be able to analyze information about the current state of manufacturing process model on a 3D printer with control bounds representing limits of their own variability (dispersion) of process, and determination whether process needs regulation at the time of production, it is advisable to consider the applicability of the quality and management control tool - Shewhart control charts.

Shewhart control charts – the tool intended for determination of the moment of an exit from a condition of statistical controllability of process which allows to minimize costs for elimination the cost of removal of non-compliance of the requirements.

The tool has significant advantages:
1. Usability;
2. Process visualization;
3. The availability of standardized criteria for the transition process in an unstable condition, considering which, it is possible to manage process
automatically.

In determining the state of statistical control of the printing process of model, as reference value which will be the central line (CL) we use intended target value of the characteristic of process (fig. 1). In the following experiment for this value was adopted nozzle temperature of 230 degrees Celsius when forming the task for the 3D printer based on the type of material. The upper (U (CL)) and (L (CL)) lower control limits were taken at a distance of $±3\sigma$ from the center line [6].

In case of additive production it is necessary to know the working temperature to which the material should be heated in the print head, depending on the material characteristics and values based on information from the previous process.

There was used widespread ABS plastic that has an operating temperature of 220-248 degrees Celsius.

In the following experiment for this value was adopted nozzle temperature of 230 degrees Celsius when forming the task for the 3D printer based on the type of material. The upper (U (CL)) and (L (CL)) lower control limits were taken at a distance of $±3\sigma$ from the center line [6].

In case of additive production it is necessary to know the working temperature to which the material should be heated in the print head, depending on the material characteristics and values based on information from the previous process.

There was used widespread ABS plastic that has an operating temperature of 220-248 degrees Celsius.

CONCLUSION

In any case, as a result of the conducted researches it can be concluded that the use of Shewhart control charts, in accordance with GOST R ISO 7870-2-2015 Statistical methods. Control cards. Part 2: Shewhart Control cards can positively affect the quality of production with the use of additive technologies. Subsequently will be analysed technical regulations in the sphere of quality management and the standards and standards of additive technologies for writing clear recommendations to improve the quality of the printing process on the 3D printers.
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Abstract
Discipline and understanding what a person do – is crucial. If a person understands, where and how he spends his time, he can manage it more successfully.

This article is about the system which is called “LiveHelper”. This system helps people track their sports activity, consumed food, sleep hours, consumed vitamins and so on. I’ve been working on this system for six months.

INTRODUCTION
These days more and more people start thinking of their life activity and sports activity. They want their body to be healthy and vigorous. There are a lot of fitness bands with their systems of sports control on the market. For example, Garmin has its sports system, but the main minus of this system is limited functional. Garmin’s system can track consumed calories, count of steps made a day, the distance that a person went, hours of sleep and what activity a person did in a gym, cardio or exercises with trainers. The sports system from Microsoft consists of the same functional, except the function of tracking food.

The “LiveHelper” has all features that were present in plus many others. For example, my system has a function which tracks consumed vitamins a day, tracks changing of analyses, fixes the quality of sleep, can track not only two activities in the gym but many others.

People interested in sport, health, healthy food. They want a simple system, which can help them track their life activity. My system can give them one.

MAIN FUNCTIONAL
The main page of my system consists of the main photo of a page’s owner, brief information, calendar, pressing on its date you can go to a form where you can add and analyse your data. The main page also consists of comment section (only for trainers) and action menu.

A person can add information like these: what kind of training had he done, what food had he consumed. Food has vitamins, so these vitamins are counted in a system as well. A person can add information of exercises, sets, reps, pulse, time which person spend in a gym, information of his analyses, check its progress.

Fig. 1. The main page
Fig. 2. The calendar
Consuming vitamins – is very important for people’s health [1]. The “Live Helper” has a function which counts consumed vitamins a day. When the person add eaten food, my system analyses the food and count consumed vitamins. If the count of vitamins lower than normal consumption a day, the system gives a notification of this problem.

The system can give recommendations for training. For example, a person wants to get the recommendation for his training, to get this recommendation, he must type required information about his weight, height, age, lifestyle and so on. When the system gets this data, it gives specific recommendations for trains.
A person can track his weight. For example, he has a goal to get 5 kilos in a month. He is working out and type his weight into the system every day. The graph helps him see the progress of his work.

Sleeping is important for a person too [2]. The system has a function which shows to a person how many hours he slept. If the count of sleep hours isn’t normal the system gives a notification to a person that he needs some sleep.

A person can add his analyses. He can check the progress every time he adds information into the system.

**WHO IS THIS SYSTEM FOR**

This system has created for the people who wants to track their life activity. For individuals who care about their health, people who can add data very carefully. For people, who interested in longevity and health body.

Regular people and trainers can use this system. There are a few functions for coaches, which help them to care of their wards. Coaches can add trains for clients, edit and delete them. Built trains carefully, analysing clients sleep, eaten food, consumed vitamins, analyses and so on. Regular people can do it by themselves.

**WHAT METHODS I USED**

To create this system the developer used in PHP. The system based on client-server architecture and uses Laravel Framework on the server side and JS on the client side. Ajax - for quick update the page. Web server Apache, the workbench application as a data base.

**CONCLUSION**

To create this system the developer used in PHP [3]. The system based on client-server architecture and uses Laravel Framework [4] on the server side and JS on the client side. Ajax - for quick update the page. Web server Apache, the workbench application as a data base.

This system had been tested for 2 months by regular people and trainers before I received a
feedback. They found that the “LiveHelper” works stability, does its job and helps people track their life activity.

I think that healthy life is important. I want to improve this system by adding a function which will able to analyse mental activity of the person, function which will able to count optimal amount of calories to lose weight.
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Abstract

Considering the development of the “Smart Home” (SH) technological concept, new technologies are born every day, making life experience smarter and depriving man duties that can result boring or in certain cases difficult or not immediate. In this paper, we propose a new approach for SH management, with particular attention to the “Smart Kitchen” world and its home appliance behaviors that compose it, using a collection of samples provided by a sensors network which picks data like temperature, humidity or CO level. The results, obtained from a daily life simulation, will be analyzed according to the variation of sensors samples.

INTRODUCTION

The continuous man’s evolution has allowed, during last years, to make its life and surrounding environment “smarter”. Thanks to the latest scientific discoveries, we’re entering a new era, where everything is controlled intelligently by electronic devices or, generally, by intelligent machines, which replace the man in simple things, such as light management, temperature etc. The technological development is focusing on the Home Automation [1], according to with the rising of Internet of Things (IoT), in which everything acquires intelligence thanks to the possibility to communicate data and use information from other devices [2].

In these home automation scenarios of IoT, we propose a new model of Smart Kitchen [3], in which the main home appliances, like fridge, air conditioner, light, anti-fire, and anti-thief are fully automated and independent. The home appliances are managed by a Central Controller, that receives data/samples from a sensors’ network [4], implemented on the IEEE 802.15.4/ZigBee protocol. These data/samples are transmitted through a Wi-Fi network to the smart home appliances, which process them and produce a specific output depending on the device that received the data.

The working function of the Central Controller will be described in the next paragraphs, as well as the function of the home appliances and sensors. Matlab/Simulink has been chosen as simulation environment, with the use of the TrueTime tool in order to simulate the scheduling algorithms and the network protocols.

THE PROPOSED APPROACH

For the model implementation, a center star network topology has been chosen, in which the center is the Central Controller. The two networks, Wi-Fi and ZigBee, have been implemented by two TrueTime Wireless Network blocs, as shown in Figures 1 and 2.
Central Controller;
Internal Temperature Sensor;
External Temperature Sensor;
Carbon Monoxide Sensor;
Humidity Sensor;
Anti-thief Sensor.

For Wi-Fi Network, the nodes are:
• Central Controller;
• Wi-Fi Light;
• Wi-Fi Fridge;
• Wi-Fi Dehumidifier;
• Anti-fire System.

**CENTRAL CONTROLLER:** it is the most important network’s node. It receives the samples collected by the sensors and represents the start point of the data towards the Smart Kitchen domestic appliances. Furthermore, it’s the first node of both the ZigBee network and the Wi-Fi one. The Central Controller is implemented in Simulink by a TrueTime Kernel, as shown in Figure 3:

![Figure 3: Central Controller](image)

Our Central Controller is composed of several tasks: ‘Ping Request Task’ performs a ping to network devices of the two networks; ‘Alarm from Anti-thief’ is a high priority task that is activated only when movement is detected (only if the anti-thief system is active); ‘Controller Date Sender Task’ is a sporadic task used for sending time and season to the Wi-Fi Light; ‘Power Control Controller Task’ is a task used in setup phase to calibrate the transmission power depending on the distance between Central Controller and the other nodes of the networks (with this task the right transmission power to every device is ensured).

The most important task is ‘Sensor Sample Task’: this task is activated each time a sample is received by the Central Controller from the ZigBee network; this sample, when received, is stored on Central Controller memory, precisely in a “samples vector” of length equal to sensors’ number plus one (the first position is reserved to CC); every sample that arrives from sensor number \(i\) is stored in the \(i+1\) position of the samples vector; when the CC receives a sample from every sensor of the ZigBee Network, these samples are disposed to the appropriate device (for instance, humidity level and internal temperature are sent to Smart Dehumidifier); thanks to this, Smart Kitchen domestic appliances can work properly to vary from the situation.

**SENSORS:** each sensor communicates with the CC through the ZigBee network. There are two types of sensors: sampling sensors (such as internal and external temperature, humidity, CO level and movement based ones (anti-thief system). Regarding the first sensors typology, each time a value is sampled, this is sent to the Central Controller that stores it in the samples vector for future processing. All these devices have similar functions: they provide the presence of a sampling task, a power control task and a network handler for the reception of messages from the ZigBee Network. For the second sensors typology, the functioning provides an activation first: for instance, if the anti-thief system is activated, a voltage drop is simulated on the anti-thief sensor when people/things passed nearby it, activating the alarm. Naturally, these sensors have the task for ping request, for power control and a network handler.

Generally, sensors are placed in kitchen’s corners, except for the CO sensor, placed in the center of the roof, and for the external temperature sensor, placed in the garden (for instance). As mentioned previously, each sensor has a network handler, that is a network listener: it saves messages received from the CC, analyzes the message type (“ping_request” type for ping request, “power_control” type for power setting, etc.) and starts the appropriate task.

**WI-FI DEVICES:** they are linked devices like Wi-Fi Light, Dehumidifier, Wi-Fi Fridge and Anti-Fire System.

1) Wi-Fi Light receives current simulation time and actual season from the Central Controller. Light Logical management is delegated to a Simulink Chart, according to MBSD logic, with current simulation time and season input. This Chart carries out checks on the light intensity from 00:00 to 23:59. For a better computing accuracy, the current time value is converted in seconds: the new time range is 0-86340 seconds. The proper functioning of the Wi-Fi Light provides the internal setting of the sunrise time and sunset time, that change in function of the current season. In Table 1, these values have been identified.
According to the Chart logic, the light intensity is 100% up to 40 minutes before sunrise: in this 40 minutes, light intensity decreases linearly up to sunrise time, according to the following equation (2400 s = 40 min):

\[
\text{intensity} = \frac{\text{sunriseTime} - \text{currentTime}}{2400}
\]

Light intensity will rise to 100% 20 minutes before sunset, according to the following equation (1200 s = 20 min):

\[
\text{intensity} = \frac{10 \times (\text{currentTime} - (\text{sunriseTime} - 1200))}{1200}
\]

Value calculated for intensity must be multiplied by 10 for a percentage variation of intensity.

2) Wi-Fi Fridge needs internal and external temperature values for the right functioning (sent by the CC). These values are transmitted to a particular subsystem, called ‘Fridge Power Controller’, that takes internal and external temperature and passes them to a Fuzzy Controller, that returns, as output, the fridge power percentage value. The fuzzy output is filed by the Fridge intelligence for a better accuracy of the result.

3) Wi-Fi Dehumidifier needs internal temperature and humidity level (calculated in percentage) for its functioning. These values are transmitted to a particular subsystem, called ‘Dehumidifier Regulator’: in this subsystem, there is a Fuzzy controller that, taken as input internal temperature and humidity, computes the right power value for the dehumidifier and puts it on the output. The output of the Fuzzy Controller, as the same case of Wi-Fi Fridge, is filed by internal dehumidifier intelligence for a better resulting power.

4) Anti-Fire System is the last Wi-Fi device to analyze. It receives CO level from the CC: this value is 0 if CO level is less than 60%, otherwise, the value is the level of CO. Zero value is necessary because if the level of CO is <= 60%, then the Anti-Fire System must be turned OFF. CO level is passed to a Matlab Function block, that simulates dispensing of water to extinguish the fire. Greater is the CO level, greater will be the water delivery.

### SCENARIO

The scenario that we want to simulate is the behavior of our Smart Kitchen during a day. For a better graphics visualization, the simulation has been limited to 200 seconds. The 4 Zigbee sensors, that sample the system intensive variable, send the samples directly to the Central Controller. An example of the sampling is showed in Figure 4.

![Figure 4: sampling of the CO level](image)

The oscillations in the graphic represent the CO level variations. Same samples are produced by other sensors. When the samples are received by the Central Controller, these are transmitted to the appropriated device on the Wi-Fi Network. In Figure 5, the samples received by the CC are depicted.

![Figure 5: samples received by the CC](image)

Different colors of graphics represent the different ZigBee sensors. Each sample has one color: for instance, internal temperature sample is yellow. Furthermore, Central Controller sends current simulation time and actual season to the Wi-Fi Light, using the Wi-Fi network: when these values arrive to the Wi-Fi light, it decides light intensity thanks to its algorithm aforementioned (Figure 6).
As it is possible to note in Figure 6, during the night, the light intensity is 100%. Variations of the light intensity are registered 40 minutes before sunrise and 20 minutes before the sunset. Wi-Fi Dehumidifier, after receiving internal temperature and humidity samples, responds varying its power and adjusting temperature and humidity too, as it is possible to note in subfigures in Figure 7.

In Figure 8, the operation of the Anti-Fire System is shown. The system receives zero from Wi-Fi Network until CO level is less to 60%. CO level is drastically reduced when Anti-Fire system is activated.

**PERFORMANCE EVALUATION**

The first performance to evaluate is the receiving time of a sensors’ sample by the Central Controller. The internal temperature sensor has been chosen for this measurement. In Figure 9, the output obtained during a simulation of 50 seconds is shown.

The minimum receiving time is approximately of 0.5 seconds against the maximum receiving time of 1.5 seconds. Since the sample is produced every 10 seconds, receiving time is acceptable.

<table>
<thead>
<tr>
<th>Network Type</th>
<th>Sent packet</th>
<th>Received packet</th>
<th>Lost packet</th>
</tr>
</thead>
<tbody>
<tr>
<td>WiFi</td>
<td>89958</td>
<td>80757</td>
<td>9201</td>
</tr>
<tr>
<td>ZigBee</td>
<td>206400</td>
<td>29986</td>
<td>176414</td>
</tr>
</tbody>
</table>

The packets loss during the simulation has been evaluated and the obtained results are shown in Table 2. During a day, several packets are transmitted in the two networks. Definitely, there 11% of packets are lost on Wi-Fi network and 85% on ZigBee network. Moreover, the throughput has been measured. During an all-day simulation, thus in 86000 seconds, 13517440 bytes are placed in the network, with an average throughput of 158 bytes/s.
CONCLUSIONS

From a general point of view, the proposed solution could be considered acceptable in some parts, such as in sample generation, communication to the Central Controller, illumination system, and anti-fire reliability. The model results less efficient in the anti-thief system and in the ZigBee packet loss. A future reimplementation could focus on the implementation of new domestic appliances in order to increase the automation of the kitchen, keeping unchanged part model’s systems, like home appliances power control or illumination systems.
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Abstract

This paper shows a proposal for a scalable, simpler and smarter crop management to enable a company, independently of its size, to face new industry challenges. The introduction of Internet of Things (IoT) solutions could actually lead to an improvement of the quality, quantity, sustainability and cost effectiveness of agricultural production. The chosen scenario is a small company that produces legumes, asking for an automatic irrigation system, crop monitoring through a Wireless Sensor Network (WSN) and other smart features to simplify the routine operations.

INTRODUCTION

The rising phenomenon of the IoT is transforming the agriculture, allowing farmers to deal with the new requests from the industry. Since the consumption needs of the global population are increasing, a lot of companies are trying to find new solutions to face critical issues such as water shortages, limited availability of lands and the difficulty to manage crops during the entire process of production. Several case studies propose the introduction of WSNs to collect data and analyze critical parameters. This first approach is necessary but no more sufficient as the demand for smart irrigation systems and automated decision support has increased.

A WSN is a wireless network composed of distributed autonomous devices using sensors to monitor environmental conditions. It has been shown as a WSN could be a good starting point for a lot of IoT applications and this is especially true for the scenario addressed in this paper. Furthermore, the possibility to provide connectivity to the Internet through a gateway is even more convenient to enable remote management of the smart devices and remote analysis of the environment. The wireless protocols involved in a WSN may vary and strongly depend on the application requirements. In the scenario described in this paper, the IEEE 802.15.4 (ZigBee) and the IEEE 802.11b (Wi-Fi) standards are used, the first one to send data among the nodes of the network and the second one to establish a communication between a gateway of the WSN and an administration device.

ZigBee is a wireless networking standard that aims at remote control and sensor applications. It is suitable also for operation in harsh radio environments and in isolated locations. As mentioned before, ZigBee technology builds on IEEE standard 802.15.4 which defines the physical and MAC layers. Above this, ZigBee defines the application and security layer specifications enabling interoperability among products from different manufacturers. The distances that can be reached transmitting from one station to the next extend up to about 70 meters, although very much greater distances may be reached by sending data from one node to the next in a network. The main uses for IEEE 802.15.4 standard are aimed at control and monitoring applications where low levels of data throughput are needed. Furthermore, a low power consumption profile can be maintained, for battery powered devices such as sensors, setting a low data rate. ZigBee operates in unlicensed radio frequency bands, including 2.4 GHz, 900 MHz, and 868 MHz. For this reason, some interferences with Wi-Fi may generally occur but in this specific scenario, due to the long distances between the devices, this is not an issue.

The IEEE 802.11b is a Wi-Fi standard developed by the IEEE for transmitting data over a wireless network. It operates on a 2.4 GHz band and allows for wireless data transfers up to 11 Mbps. This version of the 802.11 standard has been chosen for simulation purposes but another version, such as 802.11g, could be used as well.

In the following sections, some related works will be described, showing the most interesting solutions they propose. Subsequently, a new approach, to comply with the requests of the company for this application scenario, will be presented. Subsequently, a performances evaluation of the system will be shown.
RELATED WORKS

Several years have passed since the automation in the agricultural industry has become necessary, but in these last ten years, new proposals and new approaches, following the evolution of mobile and embedded devices, have been presented. As described in [1], the introduction of a WSN, in scenarios where nodes are battery powered devices and where power consumption is a key element, has made necessary the development of optimized routing algorithms. Taking an energy efficient WSN as a base, several papers about different applications for smart agriculture, described how to improve and optimize single aspects involved in the production processes. The authors of [2] introduce a water management system to save water and maximize productivity. A very interesting detail of their implementation is the possibility to irrigate at a variable rate depending on a distributed in-field sensor network.

A more convenient option could be to activate electromechanical systems using sensors as triggers as simulated in [3]. The authors present preliminary ideas and the results obtained from the simulations of a WSN with event-based control applied to a greenhouse temperature control system are described. Even in an industrial farm scenario, similar methods are necessary to prevent some issues that a too high inner temperature of the fields can cause.

All these studies agree with the introduction of a WSN in this kind of applications and highlight the advantages that such a network could actually bring. What still seems to lack though is a decision support system to fully automate routine operations. Provide this kind of system in scenarios where the manual control is still present, become even more difficult because manual control is based on the operator's opinion and often have no quantitative basis, as described in [4]. The authors try to solve this problem collecting and organizing data from sensors distributed in the area of interest, to quantify the critical parameters and provide real-time decisions.

What described in the previous paragraphs can be achieved with the IoT by giving to distributed smart objects, all connected to each other, the capability to collect data, analyze it and choose what's the best practice to adopt in a precise state of the entire system. Since the IoT market is expected to grow quickly in the next years, solutions, such as those analyzed in [5], will be more frequently adopted to remotely monitor crops with the aid of an information management system.

THE PROPOSED APPROACH

The company involved in this case study owns 5 hectares of land where grows four types of legumes including 1 hectare used for beans, 1 for the green beans and peas, and other 2 hectares for asparagus. It's necessary to pay particular attention to the latter since their growth is influenced by two critical factors: the amount of nitrogen contained within the soil and the soil internal temperature.

The company, in order to obtain an adequate soil temperature for the growth of the asparagus, uses some thin metal foils that are double-sided: white and black. The first one is useful to reflect sunlight to decrease the inner temperature of the ground, the second one is used to absorb sunlight and heat the ground. One of the requests made by the company is to provide an automatic system able to detect the soil temperature, thus avoiding an operator to carry out the measurement several times a day, also capable to automatically decide which side of the metal foil is more appropriate to use. The system proposed in this paper, shown in Figure 1, is organized as follows:

- 10 automatic irrigation pumps, calibrated according to the type of legume, using algorithms that take into account the water needs of each crop. All the pumps are equipped with a controller that receives data from the temperature and soil moisture sensors, submit them to a fuzzy logic controller and thereafter sends them to a power controller which, by means of a specific algorithm for each individual crop, calculates how many cubic meters of water should be delivered and for how long, depending on the temperature and humidity of the soil;
- 10 temperature sensors, powered by a non-rechargeable 2000 mAh battery. Due to the low power consumption of this sensors, the batteries are replaced every two or three years;
- 10 soil moisture sensors, equipped with the same battery. They have a structure similar to the temperature sensors;
- 15 soil nitrogen sensors, powered by the same battery used in the other sensors. Inside of them there's a logic system which periodically gathers, 10g at a time, soil samples up to reach a total amount of 100g. These soil samples are then analyzed from the sensor;
- 1 switcher, constituted by a controller and a mechanical device. The controller receives the data from the temperature sensors and submits them to a fuzzy logic controller which determines whether to use the white or black face of the metal foil. According to the value returned from the controller, the foil is then switched to the desired side by the mechanical device;
• 1 gateway that allows to forward the messages exchanged between the nodes of the WSN and an administration client;
• 1 administration client, useful to show the collected data and the general status of the system to the operators and farmers.

Figure 3: From left to right: a soil nitrogen sensor, a temperature sensor, an irrigation pump and a soil moisture sensor. The pump receives data from the sensors and delivers the optimal amount of water.

The network has a mesh topology, useful to ensure proper communication and the reliability of transmission between nodes. Thus, if some messages are lost or it is impossible to deliver a given message, the system is able to work properly receiving the messages from another network node. For all the sensors and the irrigation pumps, the 802.15.4 ZigBee protocol is used and it is also useful to preserve the battery life of all devices. The transmission power is set to 6 dBm to reach as many nodes as possible by limiting energy consumption. The data rate was set to 30 kbits/s, sufficient to quickly transmit the packets. To allow the communication between the gateway and the administration client, a WLAN was implemented using the 802.11b protocol.

SCENARIO
This scenario has been simulated with Matlab / Simulink using TrueTime [6]. The simulation has been carried out immediately after the sowing period, in the spring, with a temperature that varies between 15 and 28 degrees centigrade and a soil moisture percentage between 50% and 90%. To effectively test if the projected system could assure reliable results during a long period, even a simulation of two years and a half has been executed.

The pump receives data from the sensors and delivers the optimal amount of water.

As described in the previous section, the company owns 5 hectares of land and to provide the right amount of water accordingly to the needs, 2 irrigation pumps per hectare have been installed. The irrigation pumps are equipped with a controller to receive and analyze the data sent by the sensors and if a battery-powered sensor doesn't work anymore, the irrigation pump controller tries to fetch messages from other near sensors. Thanks to the mesh network topology this process can assure always new and reliable data to be processed by the devices that need them.

Another device required by the company is the metal foils (Figure 2) switcher for the cultivation of the asparagus. To simulate this device a flow chart controller has been used, in this way the side of the foils can be switched according to the value returned by a fuzzy logic controller.

Taking advantage of a mesh topology built upon a WSN, no pre-existing infrastructure is required to create a network in remote areas. In the system proposed, the nodes of the network can forward messages to other near nodes allowing an efficient routing even if the network changes or a node stops working. A gateway is then used to connect the mesh cloud to a WLAN containing the administration device which provides the data collected to the operators.
PERFORMANCE EVALUATION

For the presented scenario two main issues could be critical, the collapse of the mesh cloud due to an overload condition or to a change of the network morphology. To test the first potential issue a simulation of one hour has been carried out: to test the network at full load the simultaneous send of the packets to all the reachable network nodes has been set. Thanks to the mesh topology of the network and the implemented algorithms, the irrigation pumps and the switcher have successfully ignored the unnecessary data packets.

The second issue mentioned above is typically caused by battery-powered nodes, indeed when a battery runs out the node can't transmit its data neither forward the messages sent by other nodes of the network.

To test this issue and to provide a more realistic view of the entire working system, the duration of the simulation has been set to 788400000 seconds which are about two and a half years. With a data rate of 30 kbit/s, a transmission power set to 6 dBm, transmitting one message per minute the batteries run out after 2 years.

Another important parameter that has been tested in this simulation is the throughput. In the simulation period of 788400000 seconds 643860000 packet has been sent between the nodes of the network, multiplying this value by the minimum frame size, which is 272 bits related to the network, and dividing by the duration of the simulation it is obtained the value of 222.13 bit/s.

CONCLUSIONS

The intent of this paper is to illustrate one of the possible implementations of the "smart objects" concept, useful to support the agricultural labor management.

Future developments in this field of interest could be the introduction of advanced algorithms for the diagnosis of diseases affecting the crops and new machine learning techniques to bring the agricultural industry to a new level of automation.
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Abstracts

In this work we describe the method of accuracy increasing for estimation of an average delay in queueing networks with resources reservation. The proposed method is based on parameters optimization of the lower bound earlier introduced in [1]. Also in this paper an accuracy of this bound is investigated using simulations.

INTRODUCTION

Nowadays it is almost impossible to imagine the modern society without using information systems (IS) in all spheres of life. It is important to provide a stable work for information system. Thus, it is necessary to determine parameters and characteristics of IS before it starts working [2]. As a rule, queueing networks (QN) are used as information system model for estimation its characteristics [3]. Also QN can be used when making business decisions about the resources needed to provide services. The main characteristic of information system is an average response time, which in queuing theory is equivalent to average delay in QN. It is not always possible to analytically calculate to average delay in most complex queueing networks. In such cases boundary value for estimating of average delay in QN are usually used.

In the next sections we give the algorithm for finding lower bound of average delay in QN with resources reservation. Also basic strategies for increasing an accuracy of this bound which were described in [1] are considered. Moreover the results of comparing proposed strategies are given with use of simulations.

SYSTEM MODEL

In work [1] a queueing network was considered as a model of transactions processing system. The following assumptions are used in this QN:

- A job flow is Poisson.
- A set of possible routes is limited.
- Each route for each job is chosen independently with a given probability.
- Accepted for processing job blocks all the SDs on its route.
- It consists of a set of elementary queueing systems (EQS), each of which is a pair - a buffer and a serving device (SD).
- Service times in SDs are independent random variables.
- A job flow is Poisson.
- A set of possible routes is limited.
- Each route for each job is chosen independently with a given probability.
- Accepted for processing job blocks all the SDs on its route.

Calculation of an average transaction execution time in described system is an uncommon task. For it, as for many other non-Markovian QN, the corresponding closed-form expression is unavailable [4]. For solving this problem a procedure of average delay lower bound estimation was offered.

For finding lower bound estimation of average delay we will carry out some initial network transformations. We demonstrate these transformations using the network shown in Figure 1 as an example.

![Fig. 1. An example of queueing network](image)

The network was considered as set of 5 routes. Each of these routes can be selected with a given probability $p_i$, where $i$ is the route number. The whole route can be considered as one compound EQS, because only one job can be execution on the route at a time. Thus, this network can be represented as a set of compound EQSs, not all from which can work in parallel. This set can be...
conveniently described as a graph of routes dependence \( G(R,E) \) (see Fig.2). In this graph the \( i \)-th node (from set of \( R \)) corresponds to a \( i \)-th route, and the edge (from set of \( E \)) corresponds to a routes intersection.

Representation of the network in the proposed form is completely equivalent to the initial QN and allows to simplify a further analysis.

After then, the graph of routes dependence was split into detached complete subgraphs \( kV \), \( k \in \mathcal{K} \), \( k \geq 1 \) (see Fig.3).

Each from this complete subgraphs formed in such a way also can be considered to be compound EQS. The average delay for each such compound EQS is calculated via the following expression [1]:

\[
\overline{T} = \frac{K}{k} \left[ \sum_{k=1}^{K} \frac{P_k L_k}{2} \int_0^\infty t^2 \varphi_k(t) dt \times \right.
\]

\[
\left. \int_0^\infty \frac{\varphi_k(t) dt}{1 - L_k \int_0^t \varphi_k(x) dx} + \frac{P_k}{L_k M_k} \right] \]

where \( P_k \) - probability that a job will be served in EQS which corresponds to a \( k \)-th complete subgraph; \( L_k \) - job arrival rate to a \( k \)-th subgraph; \( M_k \) - service rate in a \( k \)-th EQS; \( \varphi_k \) - service time PDF for a \( k \)-th EQS; \( K \) – quantity of complete subgraphs.

Splitting of a graph can be made in several ways. An accuracy of the bound can depend on how a graph of routes dependence is split into subgraphs. In the next section two basic strategies for splitting graph of routes dependence into detached complete subgraphs is given.

**STRATEGIES FOR SELECTION OF COMPLETE SUBGRAPHS**

In this work two of a possible strategies of splitting graph is considered. Also proposed strategies influence on an accuracy of estimating an average delay in QN is compared.

The following algorithm is used in the first and simplest volume-based strategy (VBS) of splitting graph:

1. \( k = 1 \);
2. while \( R \neq \emptyset \) do:
   3. \( k = k + 1 \);
   4. Find maximal subgraph \( V_k \);
   5. \( R = R \setminus V_k \);
   6. end.

A subgraph with the maximum quantity of nodes is chosen at each iteration with VBS. This procedure will be repeated until the whole graph is not split into detached complete subgraphs.

The second strategy is load-based strategy (LBS) is a little more complicated than VBS. The algorithm for implementing this strategy is shown below:

1. \( k = 1 \);
2. while \( R \neq \emptyset \) do:
   3. \( k = k + 1 \);
   4. Finding subgraph \( V_k \) with maximal value of network loading;
   5. \( R = R \setminus V_k \);
   6. end.

In this strategy complete subgraph with a maximum average delay calculated by the Pollaczek–Khinchine formula is selected at each iteration [7].

In some cases LBS will be likely more accurately then VBS. This is due to the fact that we are trying to isolate routes with high loading from routes with low loading. In the next section the efficiency of cosidered strategies are compared.

**SIMULATION RESULTS**

We compare the above-considered strategies of splitting the graph of routes dependence into detached complete subgraphs for the QN, which shown in Figure 1.
Since routes selection probabilities can be influence to a split of routes dependence graph with using LBS, we maked a series of tests with just route selection probability changing. Parameters for tests are shown in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Test number</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$p_3$</th>
<th>$p_4$</th>
<th>$p_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The results of splitting the routes dependence graph (see Fig.2) and results of average delay comparing for 1st test are shown in Figure 4.

![Fig. 4: Results for 1st test](image)

The results of splitting the routes dependence graph (see Fig.2) and results of average delay comparing for 2nd test are shown in Figure 5.

![Fig. 5: Results for 2nd test](image)

The results of splitting the routes dependence graph (see Fig.2) and results of average delay comparing for 3rd test are shown in Figure 6.

![Fig. 6: Results for 3rd test](image)

### CONCLUSIONS

As a result of this research we can conclude that a choice of split the routes dependence graph strategy influence on the estimation of average delay in queueing network with resources reservation. Also test examples demonstrated that load-based strategy of split the graph of routes dependence into separate complete subgraphs is usually better than volume-based strategy. In some cases LBS provides an exact estimation for average delay in queueing network.
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Abstract

The paper considers the heuristic algorithm for the global alignment of two nucleotide sequences with reduced complexity. We investigated an efficiency of proposed approach, comparing it with the optimal Needleman–Wunsch algorithm via simulations.

Keywords: bioinformatics, global sequence alignment, Needleman–Wunsch algorithm, dot-matrix comparison, dot plot, DNA.

INTRODUCTION

Practical significance of approximate matching and sequence comparison is based on a nature of the molecular data, namely the presence of active mutational processes in them. It is also widely used for such purposes as the search of databases containing biomolecular sequences, the tasks of making functional, structural, and evolutionary predictions on the basis of sequence alignments, as well as the problem of the presence of errors in molecular data [1]. The disadvantage of the existing classical optimal algorithms for sequence alignment is a large computational and space complexity.

The heuristic algorithm under consideration is based on the Needleman-Wunsch algorithm for global pairwise sequence alignment. Needleman-Wunsch algorithm uses an approach of dynamic programming and a scoring system including the similarity matrix and gap penalty to compare biological sequences and find the alignment. This alignment will include matched and mismatched characters and gaps in the two sequences that are positioned so that the number of matches between identical or related characters is the maximum possible.

The recurrence relation for this algorithm can be written as follows

\[
F(i, j) = \max \begin{cases} 
F(i - 1, j - 1) + S(A_i, B_j), \\
F(i - 1, j) + d, \\
F(i, j - 1) + d. 
\end{cases}, \quad (1)
\]

where \( F(i, j) \) – weighted edit distance, \( S \) – similarity matrix, \( d \) – gap penalty, \( n, m \) – length of the sequences \( A, B, A_i, B_j \) – current elements of the sequences \( A \) and \( B \) respectively.

This algorithm is referred to as the optimal matching algorithm and widely used when the quality of the global alignment is of the utmost importance. However, the computational and space complexity of the algorithm can be estimated as \( O(nm) \) [1]. Such complexity of the algorithm often becomes critical for large \( n, m \), which is typical for genetic data.

To solve this problem one can truncate the search area for the sequence alignment based on the statistical data and the specified parameters (size of \( k \)-words, the desired percentage of overlapping substrings within the boundaries).

THE SEARCH ALGORITHM OF THE ALIGNMENT BOUNDARY

A global alignment is more appropriately used to align sequences that are of approximately the same length and already known to be related [2]. Evaluation of the regions in which the sequences are similar before the alignment procedure begins will help to avoid unreasonable computational consumptions. To identify regions of close similarity between two biological sequences a dot matrix is constructed. Dot matrix element \((i, j)\) has «a dot», if the word starting at position \( i \) in one sequence is identical to the word starting at position \( j \) in another sequence. To construct a dot matrix we used the Knuth–Morris–Pratt string searching algorithm (KMP) with computational complexity \( O(n + m) \) [3].

The next step in solving the problem is to determine the boundaries of the alignment search area based on the obtained dot cloud.
One of the simplest approaches to determining the boundaries of the alignment search area can be the $k$-difference global alignment problem. It finds the best global alignment of $S_1$ and $S_2$ containing at most $k$ mismatches and spaces (if one exists), thus the complexity reduces from $O(nm)$ to $O(km)$. However, the approach uses symmetric intervals relative to the main diagonal, which causes an increase in the alignment search area in the case of large genome rearrangements (nonlocal inserts or deletions) in one of the sequences, or to the inability to find the optimal alignment in the specified boundaries (when $|n-m| > k$) [1].

In cases where the dot matrix is asymmetric, it is more appropriate to estimate which of the diagonals of the matrix contain the greatest number of coincidences of $k$-words. Finding diagonals in which the desired proportion of coincidences is achieved (algorithm parameter) allows to specify the boundaries of the alignment search area more precisely.

Let $G(h_1, h_2)$ be the alignment search area between the dot-matrix diagonals $(h_1, h_2)$ containing greater than or equal to 0.9 proportion of the found substrings ($k$-words). Then the desired boundaries of the alignment search area can be written as follows

$$h_1^*, h_2^* = \arg \min_{h_1, h_2} \left\{ \left| h_1 - h_2 \right| ; \frac{1}{K} \sum_{i} I\{ (i, j) \in G(h_1, h_2) \} \geq 0.9 \right\}$$

(2)

where $(i, j)$ are coordinates of $k$-word, $K$ – number of matches of substrings. Then the alignment search area $S$ is defined as

$$S = G(h_1^*, h_2^*)$$

(3)

The search algorithm of the alignment boundary is written below:

Step 1. Splitting one of the strings into substrings of length $k$, $k$-word.

Step 2. Searching for unique $k$-words for an exact match in the second sequence using the KMP algorithm. Matches are marked with dots in the dot matrix. The distribution of dots in the matrix depends on the parameter $k$ – the size of the desired substrings (algorithm parameter). If the sequences have a significant similarity, the cloud of dots is located in the vicinity of the main diagonal of the matrix, otherwise they are recognized as dissimilar.

Step 3. Splitting dot cloud along the diagonals to which they belong. Calculation the proportion of matching regions of two sequences that lie on each of the diagonals.

Step 4. Defining the boundaries of the search area alignment by finding two diagonals, the boundaries of which gets 90% (algorithm parameter) matches.

Step 5. Searching sub-optimal alignment within the diagonals using the Needleman-Wunsch algorithm.

SIMULATIONS

For the purpose of demonstrating the algorithm, a string over the alphabet \{A, T, G, C\} was generated. The second string was received by making mutations (insertions, deletions, replacements of segments of the original string).

Fig. 1 shows an example of a dot-matrix for strings of length 1000 for the different value of parameter $k$ – the length of the substrings.

Fig. 2 and fig. 3 reflect the result of the algorithm on string $s$ of length 2000, $k = 8$, the desired proportion of string matches within the alignment search area – 90%.

---

**Fig. 1. The distribution of dots in the dot-matrix depends on the parameter $k$**

a) $k = 4$; b) $k = 8$
CONCLUSION

The considered heuristic algorithm allows reducing computational consumptions by defining the boundaries of the alignment search area. Prospects for further development of this approach are related to the choice of a tool that allows to specify nonlinear boundaries of the alignment search area.
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Abstract
This article considers the developing utility for solving the problem optimization of an algebraic objective function using the interactive Matlab/Simulink environment. The utility allows you to visualize the formation of an algebraic objective function and solve the nonlinear programming problem that arises in the synthesis nonlinear systems automatic control by the method orthogonal projections.
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INTRODUCTION
The article shows the Matlab/Simulink for the use of an effective solution of problems of nonlinear programming with algebraic criterion function, which occurs, for example, in the synthesis nonlinear automatic control systems by the method of orthogonal projections [1, 2]. Using Matlab/Simulink allows you to avoid writing code algebraic objective function on some high-level languages, and reduces the problem to a more understandable language-block schemes. The problem of synthesizing of nonlinear automatic control system is often encountered in practice in various fields [3].

Develop a utility in Matlab/Simulink to solve the problem parametric optimization of an algebraic objective function. Simulink-scheme should contain blocks for the formation of an algebraic objective function, search for an extremum of an algebraic objective function (solution of the problem of nonlinear programming). In addition, to simplify the work with the scheme, it is planned to develop in the future Simulink-blocks for some typical nonlinear elements. This scheme allows us to see the graph of the algebraic objective function in 2D and 3D form.

ADVANTAGES MATLAB/SIMULINK
J.B. Dabney and T.L. Hartman defines the purpose of Simulink [4]: "The Simulink system can be considered as a combination methods and means automating the process developing modern control systems". In this case, we have in mind the use Simulink [5] for solving problems numerical integration all possible systems differential equations by various methods.

Simulink allows the use of pre-built block libraries for modeling different systems, and also applies a developed model-oriented approach to the development of control systems is integrated into the Matlab environment, which will allow using the built-in mathematical algorithms, powerful data processing tools and scientific graphics.

SEARCH EXTREMUM OF ALGEBRAIC OBJECTIVE FUNCTION IN SIMULINK
In the general case, the nonlinear programming problem consists in finding the extremum of the algebraic objective function for given constraints in the form of equalities and (or) inequalities.

This problem can formally be formulated in the following form: it is required, by varying the components parameter vector system $\vec{A}$, to find the extremum of the algebraic objective function $J$:

An example setting a algebraic objective function using the "language" of Simulink is shown below. In the case of an algebraic objective function of the form $J(\vec{A}) = k_1 \cdot a_1^2 + k_2 \cdot a_2^2$ its Simulink representation is shown in Figure 1, and the work with the masked function is shown in Figure 2 [6].
In our case, naturally, the problem of step-by-step (random) enumeration of variable parameters is solved, and not the solution of the problem of integration over time. To implement the search, you must specify the Euler method as a method of “integration” in increments of one second, which will allow us to treat the parameter “integration time” as the number search points for the extremum of the algebraic objective function [7].

The model of the constructed system for finding the extremum of the algebraic objective function is shown in Figure 3.

In Figure 4, the following notations are accepted: \( \hat{A} \) is a vector of variable parameters and \( A_{\text{max}} \) and \( A_{\text{min}} \) are blocks for forming constraints on the vector \( \hat{A} \); \( A_{\text{opt}} \) – the output of the result; The formation of the algebraic objective function is performed in the block \( f(\hat{A}) \) and the invariable “Search” which searches for the extremum of the objective function.

**EXAMPLE**

To solve this problem, let’s take as an example the simple block diagram of an automatic control system consisting of a first-order aperiodic link and a nonlinear element \( F(x) \) "dead zone without saturation" type, which is in feedback. The block diagram is shown in Figure 4.

It is required to change the parameters \( T_1 \) and \( k \) to find the extremum of the algebraic objective function, where \( k \) is the gain factor, and \( T_1 \) is the time constant.

Let’s make an example scheme in Matlab/Simulink, shown in Figure 5. It should be noted that with its help it is possible to solve the problem of analysis automatic control systems.

First, we form a closed nonlinear system:

\[
\begin{align*}
\frac{dv_2(t)}{dt} &= \frac{k}{T_1 p + 1} v(t) \\
v_3(t) &= F(x) \\
v(t) &= v_1(t) - v_3(t)
\end{align*}
\]

Then, we obtain the differential equation motion of the system with respect to the output coordinate from a closed nonlinear system [8]:

\[
v_2(t) = \frac{k}{T_1 p + 1} v_1(t) - \frac{k}{T_1 p + 1} F(x)
\]

After obtaining the differential equation motion of the system, the synthesis nonlinear automatic control system is performed by the method orthogonal projections.

Define the input effect as:

\[
v_1(t) = A_1 \sin(\omega t),
\]

where \( A_1 \) is the amplitude of the sinusoidal input and \( \omega \) is the frequency.

The process at the output of the system during the processing of the input sinusoidal influence is taken as:

\[
v_2(t) = A_2 \sin(\omega t + \varphi_0),
\]

where \( A_2 \) is the amplitude of the harmonic signal at the output of the system, \( \varphi_0 \) is the phase shift.
Nonlinear element \( F(x) \) of the type "dead zone without saturation":

\[
F(x) = \begin{cases} 
ax - b, & \text{при } x \geq b \\
0, & \text{при } -b < x < b \\
ax + b, & \text{при } x \leq -b
\end{cases}
\]

We set the following values of the variables in the input and output actions: \( A_1=1, A_2=0.8, w=0.7, \varphi_0 = -0.349 \).

We substitute the input and output effects in the differential equation of motion the system with respect to the output coordinate, and also form a discrepancy:

\[
\psi(t) = [T_1p + 1]A_2\sin(\omega t + \varphi_0) - kA_1 \sin(\omega t) + kF(x)
\]

\[
p = \frac{d}{dt},
\]

where \( p \) is the differentiation operator.

As the coordinate function we have chosen \( e^{-\alpha t} \).

We substitute 2 coordinate functions in the algebraic objective function:

\[
\omega_1(t) = e^{-\alpha t}
\]

We substitute the discrepancy and the coordinate function in the algebraic objective function:

\[
J = \sum_{i=1}^{m} \left( \int_{0}^{T} \psi(t) \varphi_i(t) dt \right)^2 = \sum_{i=1}^{m} J_i^2,
\]

\[
r_{\Delta i} = \int \left( [T_1p + 1]A_2 \sin(\omega t + \varphi_0) - kA_1 \sin(\omega t) + kF(x) \right) e^{-\alpha t} dt
\]

Thus, we have obtained an expression for the algebraic objective function:

\[
J_i = A_2 \left( -\alpha \sin(\omega t + \varphi_0)e^{-\alpha t} + (\cos \varphi_0 - \omega \cos(\omega t + \varphi_0)) \right) e^{-\alpha t} - A_1 \left[ \sum_{i=1}^{m} \left( \int_{0}^{T} \psi(t) \varphi_i(t) dt \right)^2 \right]
\]

After this, the algebraic objective function is formed in Matlab/Simulink. We give the graph of \( J(T_1, K) \) in 3D shown in Figure 6.

\[\text{Figure 6. Graph } J(T_1, K) \text{ in 3D}\]
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Abstract

Bio-Water Machine 2.0 is a system designed for the purification of citrus in the agro-industrial area. This system is conceived for the softening of water from bacteria and fungi of after harvest citrus. This project promotes the development of innovative sanitization technologies with a multidisciplinary approach, by combining scientific, chemical, biological, electro-technical and engineering skills necessary for the achievement of the product innovation and the advancement of the state of the art. Bio-Water Machine 2.0 has been developed in Matlab, thanks to which it was possible to plan in detail each network component, in order to give a clearer interpretation of the project and its finalizing.

INTRODUCTION

Bio-Water Machine 2.0 is designed in Matlab [1]. By using this software, assisted by Simulink, DBSM, Soft Computing and TrueTime network simulator [2], we have been able to design the machine, the project engine, together with its wireless and wired network for the control of sensors installed within the network, by means of suitable wireless and wired protocols. The project arises from the re-examination and reworking of an already existing and functioning machine, with a suitable network, manufactured by the firm AQANAT [3], which allowed its development and commercialization.

Bio-Water Machine 1.0, currently on the market, uses a solely wired network, while wireless technology is not used. The aim of this machine/network is to integrate advanced technologies of filtration and physical treatment for the sanitization of washing waters without any waste. Our aim is to maintain the key points used in the first machine and to improve the network performances bringing in changes and improvements, so as to further optimize costs and increase its automation.

The project has been developed in the following steps:

- design of Bio-Water Machine 2.0 in Matlab;
- implementation of the purification machine, network engine, of the main tank and decantation tank, by using the DBSM system with suitable modelling of the various machinery components;
- design of the water softening tank sensors by means of TrueTime;
- design of the decantation tank sensors by means of TrueTime;
- control of the alarms related to the network sensors by means of a fuzzy controller.

RELATED WORKS

AQANAT BIOWATER [4], shown in Figure 1, integrates a device with electrodes, which, when undergoing a potential difference, produce locally a mixture of various oxygenated forms, like hydroxyl radical (OH*) in the ppm (mg/L) concentration gamma, highly active against a wide spectrum of pathogens microorganisms, bacteria, and fungi. The high oxidizing power of the electro-physical treatment on propagules of pellicinium spp. and Geotrichum spp. make it particularly suitable for the sanitization of citrus washing waters to the advantage of a lower fruit contamination and infection.

The project aims at the recycling of waters and therefore at larger hydric and economic savings for those firms using it, as well as at a higher sustainability. Although these are optimal principles, many processes can be considered out of
date from the technological point of view, since technology is by now continuously evolving. The system, developed with a sole wired line, by using PLC, can make the future work obsolete.

The Bio-Water Machine 2.0 project aims at solving the problems of the current machine (1.0), maintaining the key points of water softening while increasing automation, integrating the still not present wireless network, and favoring a higher control and management of the plant.

The firm CSTA Group [5] has worked in a similar way by using reverse osmosis and citruses washing, by means of chlorine dioxide achieving reasonable results, since a decrease both in costs and in after harvest citruses bacteria were noticed. They realized that a water saving of about 40 – 50% could be achieved. These results were certainly excellent, but they were not as regards innovation and technological development. Compared to it, Bio-Water Machine 2.0 uses a more innovative system by using the most of all new technologies. Indeed, apart from achieving a water saving of 70-80% in the industry, thanks to its wireless system, Bio-Water Machine 2.0 allows the highest efficiency and interoperability with the other industrial machines.

SUGGESTED APPROACH

The proposed project consists of a simulation/planning of an industrial network. The project is composed by the following components: machine for water softening, main tank, decantation tank. The idea is to simulate the functioning of the machine carrying out the filtration and the electrolysis processes, and thus the water softening, by means of the StateFlow, highlighting all the inner components which constitute the machine and allow its functioning. The management of both tanks has been implemented by the use of TrueTime network simulator, in which the network inner sensors have been developed with wireless and wired protocols.

The whole functioning of the water softening machine, of the softening tank and of the decantation tank have been implemented/simulated with the MBSD, by the use of Charts. The sensors placed within the computers’ network have been managed by implementing the TrueTime logic. Three systems have been managed by wireless IEEE 802.15.4 (Zigbee) and wired CSMA/CD (Ethernet) protocols, in which we have included:

- in network 1-2: conductivity and temperature sensors;
- in network 3-4: main tank sensors of softened water level and pressure;
- in network 5-6: decantation tank sensors of decantation water level and pressure.

thus, allowing the management and control of appropriate tanks, and highlighting the management and the automation of the whole system.

By using a soft computing technique such as Fuzzy Logic, the alarms produced have been managed, after receiving the input values provided, and thus for a possible increase or decrease of values, on the basis of the obtained results. This technique has been used both in wireless and in wired contexts, where sensors manage input and output alarms. In the main tank management, with the first fuzzy block, conductivity and temperature sensors have been managed in input, while the alarm they generate when set standard parameters are exceeded has been returned as output.

The standard parameters actually measured in the input are:
- Temperature: ranging from 15 C° to 35 C°;
- Conductivity: ranging from 0.5 mS to 2 mS.

The alarm which must be generated in case of exceeding ideal standards has been managed in output: the alarm has been considered with values between 0 and 10 according to the gravity of the alarm which must be generated. After the alarm is generated, values are sent to the appropriate regulator, and, by means of a Matlab-function block, the value is increased or decreased. With the second fuzzy block, both water level and pressure sensors have been managed in input, while in output the alarm which they generate, when the standard parameters are exceeded, is returned.

In this case, the input parameters are:
- water level: ranging from 1600 l to 2300 l;
- pressure: ranging from 20 to 30.

The alarm which must be generated in case of exceeding ideal standards has been managed in output: the alarm has been considered with values between 0 and 10 according to the gravity of the alarm which must be generated. In turn, the value is sent to the regulator of its respective network and is managed by increasing or decreasing the value according to its respective alarm management rules.

In the decantation tank management, the fuzzy logic controller measures the water level and the pressure values in input, while in output it gives the alarm that must be generated in case standard parameters haven't been reached. This control has been created by highlighting the connection with the main tank, since the physical phenomenon of the communicating vessels acts between the two tanks.

The standard parameters measured in input are:
- water level: ranging from 250 l to 600 l;
- pressure: ranging from 20 to 30.

The alarm which must be generated in case of exceeding ideal standards has been managed in output: the alarm has been considered with values between 0 and 10 according to the seriousness of the
alarm which must be generated and the subsequent result has been sent to the respective Matlab-function block for the management of the values.

BACKGROUND

With the MBSD, by using several Charts, the whole functioning of the water softening, of the softening tank and of the decantation tank have been simulated (Figure 2). Within the chart, which regulates the functioning of the softening machine, all the machine components have been managed, considering the time taken by each component to perform its task, so as to have an optimal functioning of the machine itself. By the debounce key, which is input in the machine, a signal of dirty water level and pressure in input, the inner values of the softening machine are managed. When the value given by the debounce is received, the machine is activated, therefore, from OFF state it switches to ON state. When the machine is activated, the valves 1 and 2, which allow dirty water in input to enter the system, can be opened.

![Figure 2: MBSD of the proposed project](image)

After the two valves are opened, the engine, which ideally acts as aspirator of water, can be turned on, and water will go throughout the plant. As soon as the engine is activated, the potentiometer is activated, this is connected to the electrolytic cell and must necessarily be activated soon after the engine activation, and not before it starts to aspirate water.

Subsequently, the control passes to the first filter called sand filter, where the water level to be softened is activated and managed, to which a value corresponding to the decantation water must be subtracted, which will then go into the output. Moreover, it manages the pressure level which will have to decrease, since in real filters, pressure within filters is subtracted in order to have the same potential level in input and output; finally, it will have to save the decantation value it has subtracted. When the first cycle of the first filter has finished, the control passes to the second filter, called AMIAD filter, whose task is to further filter water, thus further softening it. This takes place thanks to the decrease of a value which in turn will be saved as decantation value; as a consequence, pressure is also considered, in turn decreased of a value to reach the same potential difference between input and output.

In the next step, there is the electrolytic cell, where the electrolytic process is simulated, and where, thus, the water cycle is completed. Its value is further decreased and the pressure value is managed as in the ways previously described. The next stage is the separation of values that will go into the output, that is softened water, decantation water, and pressure, which then will be managed by the other network elements.

Considering Figure 2, in a second chart, the main tank is managed, with water from the softening machine in input, the total level of softened water, temperature, and conductivity in output. In a third chart, the decantation tank is managed, with decantation water from the softening machine in input, and total water of the decantation tank in output.

The networks which allow the control of the main tank and decantation tank sensors have been managed by means of TrueTime. The proposed wireless networks are based on IEEE 802.15.4/ZigBee composed by sensors and gateways.

ASSESSMENT OF THE PERFORMANCE

In order to validate the project, several measurements have been carried out. As to performance metrics related to the project, the progression of water level throughout the whole simulation has been measured and the obtained results are depicted in Figure 3. As it is possible to note, the water level varies during a simulation of 1500 seconds. Moreover, it is possible to infer that the water level is varied, in case there is an excess of water and a shortage. Indeed, the water levels never exceed 2300 l, as it was pre-established during planning.

To give a better measurement yield, we decided to measure the system performances, by considering the three main networks individually. We measured:

- the number of packets received and sent;
In networks 1-2, in a simulation of 1500 seconds, the following results have been obtained:
- the packets sent from the temperature sensor have been 148;
- the packets received in the Gateway have been 84;
- the packets lost during the simulation have been 64;
- the packets sent from the conductivity sensor have been 148;
- the packets received in the Gateway have been 83.

The average of packets received in a simulation of 1500 s has been 83.5 packets; the average of lost packets has been 43.5%. Moreover, the throughput of network 1-2 has been calculated:
\[
\text{THR} = \frac{\text{number of packages}}{\text{simulation time}} = \frac{296 \times 272}{1000} = 80 \text{ bit/s}
\]

In networks 3-4, in a simulation of 1500 seconds, the following results have been obtained:
- the packets sent from the water level sensor have been 124;
- the packets received in the Gateway have been 91;
- the packets lost during the simulation have been 33;
- the packets sent from the pressure sensor have been 124;
- the packets received in the Gateway have been 92;
- the packets lost during the simulation have been 32.

The average of packets received in a simulation of 1500 s has been 91.5 packets; the average of lost packets has been 32.5 packets. Whereby, in networks 3-4 the packets loss has been 26.2%.

The average throughput of network 3-4 has been:
\[
\text{THR} = \frac{296 \times 272}{1000} = 80 \text{ bit/s}
\]

The average throughput of the whole system has been 75 bit/seconds.

CONCLUSIONS

The project presented in this paper concerns the automation of an already existing network such as Bio-Water Machine 1.0. With the introduction of the wireless protocol (IEEE 802.15.4/Zigbee) it has been possible to renew the already existing network while keeping the key points of the original project itself. By means of the system management, we have been able to highlight all the project key points which can be useful for a further physical design of the system and its possible building with a new technology. The advantages achieved for the industry with this project are: improvement of production quality, reduction of after harvesting losses, remarkable water saving, automated control plant, thanks to which there is an advanced technological innovation compared to similar industries. As to the future developments of this system, we thought of planning and creating an application, with graphic interface, to monitor all the system by PC, so as to reduce manual management and allow a complete monitoring of parameters and systems by a computing system.
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Abstract
The temperature dependences of the magnetization $M(T)$ for multiferroic single crystal lanthanum-strontium manganites La$_{0.875}$Sr$_{0.125}$MnO$_3$ (LSMO-0.125) and La$_{0.93}$Sr$_{0.07}$MnO$_3$ (LSMO-0.07) have been obtained. It is shown that the phase transitions in LSMO-0.07 at $T_1 = 125.8(1.5)$ K and in LSMO-0.125 at $T_1 = 181.2(1.5)$ K belong to the second order type. The phase transition in LSMO-0.125 at $T_2 = 157.6(1.5)$ K is the first order the phase transitions. From the $M^2(T)$ curves, the values of the magnetic moments have been obtained. Also conclusion was reached that there is not any irreversibility of applying magnetic field of specific values.

INTRODUCTION
A very interesting correlation between doping-induced conductivity and ferromagnetism was discovered at the end of the 20th century for the initially dielectric manganese-containing perovskites LaMnO the so-called manganites, in which the rare-earth metal was replaced by the alkaline-earth one. The composite La$_{1-x}$A$_x$MnO$_3$ with quaternary stoichiometry ($x \neq 0, 1$) is interesting because of its strong ferromagnetic properties and extremely high values of dielectric permittivity and magnetocapacitance effect even at room temperature [1].

Various practical applications of these manganites are possible thanks to their magnetocapacitance properties. In this case the work the authors [1] attracts attention. They were found extremely high values of dielectric constant and magnetocapacitance effect, already at room temperature. Also it was suggested to influence the properties of the charge inhomogeneities in doped manganites LSMO-x in order to achieve high values of permittivity and magnetocapacitance effect.

Unfortunately, numerous studies of manganites of this type have not answered the question about the microscopic nature, of their giant magnetocapacitance. However, in [2] there is a detailed diagram of the phase of the specified type of manganites in T - x coordinates at concentrations range from 0 to 0.45 at temperatures of 4.2 - 1050 K, and the study of their electric and magnetic properties. Temperature studies of different properties of LSMO-0.07 and LSMO-0.125 [2] have revealed that these compounds have a few magnetic and structural transformations. For example, transition to polaron ordering. According to [3], the polaron phase is an ordered arrangement of the Mn$^{3+}$ and Mn$^{4+}$ ions in which one of the two alternating atomic layers of the (001) plane contains, as in pure LMO, only the Mn$^{3+}$ ions, while the second one contains both types of ions, i.e., holes [2].

Nevertheless, the temperatures of these transitions, the magnetic moments of the materials, the type of phase transitions (PT), and the practical effect of the application of a strong magnetic field remain unclear.

The goal of this study was to obtain the information on the temperature evolution (4–240 K, i.e., exactly where the unusual macroscopic properties of these materials are observed) of the magnetic properties of the LSMO-0.07 and LSMO-0.125 compounds and look for dielectric properties evolution under applying different regimes of magnetic field.

EXPERIMENT
The studies were carried out on a vibration magnetometer in the International Laboratory of High Magnetic Fields and Low Temperatures (Wroclaw, Poland). The weight of single-crystal samples was 121.95 mg for LSMO-0.125 and 152.8 mg for LSMO-0.07, respectively. The magnetic field was applied along the c axis; the measuring field for magnetic properties evolution was 0.2 T and from 0 to 8 T for dielectric ones. The temperature dependences of the magnetization of the samples were obtained in the 4–240 K temperature range and for capacitance measurements it depended on the value of capacitance of samples under specific temperature.
RESULTS AND DISCUSSIONS

Figure 1 shows temperature dependences of magnetization for samples with the LSMO-0.07 composition under cooling (black) and their approximations in the high-temperature (blue) and low-temperature (red) regions.

Temperature dependence of magnetization for the LSMO-0.07 sample under cooling is shown in Figure 1. The black curve changes its tendency near 130 K. According the phase diagram from [2] this temperature fit with PT from the high-temperature paramagnetic phase to the low-temperature non-collinear one, accompanied by the emergence of spontaneous and residual magnetization. So we can conclude that this magnetic structure is weakly ferromagnetic rather than purely antiferromagnetic [2].

Therefore we can use such a power function for approximating temperature dependence of magnetization $M(T)$:

$$M(T) = (T_c - T)\beta$$

(1)

where $T_c$ is the PT temperature, $\beta$ is the critical exponent.

As you can see in Figure 1 such approximation (green curve) satisfactory describes the experimental curve (black one). In this way were gained parameters of function (1): $T_c = 125.8(1.5)$ K, $\beta = 0.280(8)$.

For comparison with calculated value of parameters we obtained the PT temperature by graphic method. We found the intersection point of two types of approximation of magnetization – at low and high temperature range – its value matches with calculated value of $T_c$ within $\pm 0.5$ K.

Figure 2 shows temperature dependences of magnetization for samples with the LSMO-0.125 composition under cooling (black) and their approximations in the high-temperature (blue) and low-temperature (red) regions.

Temperature dependence of magnetization for the LSMO-0.125 sample under cooling is shown in Figure 2. As far as the magnetization temperature evolution curve has two points where it changes tendency (near 180 K and 157 K) we can conclude that two magnetic phase transitions are observed in the LSMO-0.125 sample. The $M(T)$ temperature dependence between these two points was described by the same function (1) and corresponding parameters: $T_{C1} = 181.2(1.5)$ K and $\beta_1 = 0.440(13)$. The value of the critical exponent is close enough to value 0.5 for the mean field theory. Also value of $T_{C1}$ obtained from the graphic method matches with calculated value too and it is in good agreement with the result obtained in [2].

The second PT was approximated by a step function with $T_{C2} = 157.6(1.5)$ K. This transition apparently corresponds to the transition to the polaron or the polaron-ordering phase [2, 3].

Thus, based on the character of the temperature dependences of $M(T)$, and the values of the critical exponents obtained for the LSMO-0.07 and LSMO-0.125 samples, it can be assumed that the PT at 125.8 K in the first sample and at 181.2 K in the second one are the second order phase transitions, while the PT in the second sample (LSMO-0.125) at 157.6 K is the first order phase transition. Preliminary results were presented in [4].

Figure 3 shows temperature dependence of LSMO-0.07 sample capacitance in the low-temperature range under different values of applied magnetic field.
At the next stage of our study we have constructed the temperature dependence of the reverse magnetization $1/M$ for both samples, approximated them in high-temperature region (paramagnetic phase) and estimated the values of the magnetic moments of manganese ions in both samples. They were as follows: $\mu_1 = 2.47(1) \mu_B$/Mn and $\mu_2 = 2.82(1) \mu_B$/Mn for LSMO-0.125 and LSMO-0.07, respectively.

Figure 4 shows temperature dependence of LSMO-0.125 sample capacitance in the low-temperature range under different values of applied magnetic field.

We have studied the experimental temperature dependence of the capacitance depending on consequence of applying magnetic field (Figure 3, 4) at temperature range 10-70K for LSMO-0.07 and 10-40K for LSMO-0.125. Regime of applying magnetic field was following: we cooled sample under magnetic field of different values (field cooling - FC) and then heating it up without field (zero field heating after field cooling - ZFHaFC). It is seen that application of magnetic field make very small differences in values of capacitance in both samples and there is no any irreversibility at these processes at mentioned low temperature range.

**CONCLUSION**

We have studied the temperature evolution of magnetization in the single crystals of the LSMO-0.07 and LSMO-0.125 compositions and have established that a single magnetic phase transition has been observed at $T_C = 125.8(1.5)$ K for the first compound, and two magnetic transitions – at $T_{C1} = 181.2(1.5)$ K and $T_{C2} = 157.6(1.5)$ K for the second one.

We have determined the values of the critical exponents $\beta = 0.280(8)$ for LSMO-0.07 and $\beta_1 = 0.440(13)$ for LSMO-0.125.

We have figure out that observed phase transitions at mentioned above temperatures ($T_C$ and $T_{C1}$) are the second order phase transitions, and the first order phase transition ($T_{C2}$).

We have estimated the magnetic moments of studied compounds: $\mu_1 = 2.47(1) \mu_B$/Mn and $\mu_2 = 2.82(1) \mu_B$/Mn for LSMO-0.125 and LSMO-0.07, respectively.

On the final stage of our study we have conclude that there is not any irreversibility of applying magnetic field of specific values.
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In modern world the fastest and the safest way to
get the destination is air transportation. People are
traveling for business or personal goals.

At any airport there is a luggage system which is
responsible for transportation and baggage
allowance. Sometimes luggage may lag behind a
passenger or remain unidentified. In this case,
suitcases are sent to special areas, where luggage
will be manually identified by airport employees.

Each airline strives to ensure that passengers are
delivered to the destination in the most effective
way. Achieving of this goal is closely connected to
the precise organization of the airport. Modern
conditions of market of the air transport require
airport enterprises to improve the quality of services
provided to carriers and users of airport. The main
objective is to reduce the time spent on servicing
and meeting the requirements for safety and
regularity of traffic. The main goal is to reduce the
time that aircraft spent on service and requiring the
rules for safety and regular of traffic. This goal may
be achieved by using information technologies
[1,2,8,9]. The peculiarity of the aviation industry is
that every airport has its own distinctive features.
One of the directions of practical solutions is the
development of perspective mathematical models
and the use of simulation computer simulation.

The purpose of this paper is to describe the
mathematical model for calculating the reliability of
the luggage system of the airport and the
construction of a simulation model for the
technological processes at parking sites of servicing
aircraft.

Technology service flights have been considered
as part of the proceedings of the research. Also
scheduling ground-handling services including
critical path operations equitable for the vast
majority of types of aircraft has been examined and
an analysis parameters of the technological
processes of aircraft ground handling had been
made, stochastic models of technological operations
included in the technological schedule was
constructed.

Simulation model of technological processes of
ground handling includes:

1) Algorithm for the implementation of the
aircraft maintenance process, describing the
sequence and relationship of the operations forming
it;

2) Models of individual technological
operations, including statistical distributions of the
basic parameters of operations such as time
duration, the number of special vehicles used.
Restrictions on model details require that the model
created reflects only that set of technological
operations, which is fundamentally important in the
optimization of the transportation service process
and that meets IATA requirements [8,9].

As a result of the simulation has been processed,
visualized and interpreted the results of a computer-
assisted computer experiment. The simulation was
conducted for the full range of services provided by
airport for this aircraft, using largest number of
special equipment.

The aircraft model Boeing 737 that was chosen
for the research is currently one of the most popular
type of passenger aircraft. Boeing 737 and its
modifications are represented in aircraft parks of all
major airlines of the world. The simulation model
has based on the aircraft maintenance schedule, in
accordance to which operational planning and
preparation for flight management are carried out[3,4,5].

Modeling was performed using the software
package AnyLogic [2,5]
This approach allows organizing the realization of operations of the maintenance of flights, and monitoring the implementation of these operations. This is achieved by splitting one process into elementary components - technological operations.

The model also helps to solve the tasks of operational planning and automation of decision making aircraft handling.

The advantage of the model is that it allows to analyze the processing process by adjusting the model parameters, in other words, state of the system while changing the route of movement of each vehicle, duration of one of the operations or entire process, makes possible to predict the behavior of the system.

In practice, this method will significantly improve the level of flight safety, operational efficiency due to well-coordinated interaction of services, which will increase the efficiency of the ground handling system at the airport, help to avoid malfunctions and reduce the risk of collision of special vehicles.

The conclusion from the simulation results is that, with proper implementation of the norms and maintenance instructions, the system works in a coordinated manner, ensuring efficient allocation and utilization of airport resources. These units of special vehicles and equipment not interfere with the operation of neighboring maintenance facilities, while driving through the service area they do not create congestion or collision between themselves. The problem zones in the ground handling area of this aircraft haven’t been found, which confirm the rationality of using the current aircraft maintenance schedule. On the basis of this software tool, it is possible to play various possible non-regular situations.

Another important key step is the airports’ luggage system. During of this research, the baggage system of the airport was studied; the mathematical model of the system was selected. During the research the scheme of baggage transportation at the airport was clarified. The majority of passengers hand over their luggage to the cargo holds of the aircraft at the check-in counters. At one of the four so called “islands” of registration all of the bags are registered and weighed, and also receives an individual code mark. At the system bags are scanned and inspected by the means of various apparatuses several times. If the suitcase does not cause suspicion, it is getting to the sorter for delivery to the aircraft. If there are some doubts, then suitcases get additional inspections, and even may be pass a manual search.

The baggage system of the airport consists of many elements. It includes conveyors, elevators, inspection devices, x-Rays, scanners (different scanning angles), sorters, vertisorters and much more [3,6,7]. Each of these elements can fail, it is important to organize such a scheme of the system, so that the luggage system does not interrupt while doing through. Figure 2.1 shows the general scheme of moving baggage through the system: 1 - check-in counter; 2 - scanning of suitcases and bags; 3 - examination of luggage for explosiveness and radiation background; 4 - manual examination of baggage; 5 - baggage sorter; 6 - the luggage yard; 7 - the formation of luggage for delivery to the flight; 8 - baggage forwarding area.
Some of the conveyors of the system have a reversible movement in order to switch the movement of luggage to another direction.

Regardless from which “island” the baggage arrived from, received from the arrived plane or from the reception of oversized baggage, it passes through all stages of inspection and processing and is sorted in the direction. All goods at the system pass through an identical path through similar links in the system.

The baggage system of airport is a system with permanent redundancy [2,4,6]. Analyzing the layout of the baggage system at airport, the elements of the system were identified and some of them were combined into blocks. For example, the check-in counters of each “island” are connected in parallel to each other and are integrated by a connecting conveyor. Each “island” has two exits, so it’s advisable to divide the “islands” into two parts. Two parts of the “island” are connected to each other in parallel - the goods from one half can always be transferred to the other with the help of a reverse conveyor.

Computation of the reliability of the system is calculated on the basis of the construction of the structural diagram. Each block can contain only those elements that correspond to one statistical distribution. The structural scheme of reliability is a graphic representation or representation in the form of logical relationships, the conditions when the system and the object are working. When for the functioning of the system it is necessary that all the units are working, then this corresponds to a block diagram in which all blocks are connected in series. Calculation of the reliability of the circuit with a serial connection of elements is carried out by the multiplication of reliability. There is also a parallel block diagram in which the elements are connected in parallel way.

As a result reliabilities of the system at the outputs of the sorters. “P” is the reliability of different groups of elements:

\[
P_{EX1} = 1-(1-P_{10})(1-P_{23}) \quad (1)
\]
\[
P_{EX2} = P_9 \quad (2)
\]
\[
P_{EX3} = 1-(1-P_{15})(1-P_{21}) \quad (3)
\]
\[
P_{EX4} = P_{11} \quad (4)
\]
\[
P_{EX5} = 1-(1-P_{8})(1-P_{22}) \quad (5)
\]
\[
P_{EX6} = 1-(1-P_{20}) \quad (6)
\]

The final formula of reliability (outputs to the sorter are connected in parallel):

\[
P = 1-(1-P_{EX1})(1-P_{EX2})(1-P_{EX3})
\]
\[
(1-P_{EX4})(1-P_{EX5})(1-P_{EX6}) \quad (7)
\]

At the end of the journey, luggage are delivered to the sorter, connected in series to all outputs. The probability of failure-free operation according to statistical data on failures is estimated by the expression described by formula (8):

\[
P_e(t) = e^{-\lambda_c t} \quad (8)
\]

\(n(t)\) is a number of elements that have not failed by the time; \(N\) is the number of all products involved in the process; \(P(t)\) is the statistical estimation of the probability of failure-free operation of the product.

The failure rate according to statistical data on failures is determined by the expression indicated in formula (9):

\[
\lambda(t) = \frac{\Delta n(t)}{N \Delta t}, \quad (9)
\]

\(\Delta n(t)\) is the number of failed elements on the time interval \((t, t+\Delta t)\); \(F(t)\) is the statistical estimate of the failure rate of the elements; \(\Delta t\) is the time interval.

The baggage system of airport consists of 934 elements. Statistical data on the number of failures of elements for 157 days are substitute to developed mathematical model. The final reliability of the system is 0.41. The baggage system existing at the airport has sufficient reliability to ensure efficient work of the airport.

The model developed in this research can be used in the future to appraisal the reliability and efficiency of the baggage system existing at the airport, as well as to identify the most susceptible elements in the system.
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Abstract

When testing onboard equipment of aircraft using navigation radar maps for navigation, there is a need for mathematical models of signals reflected from the earth's surface and the sea surface.

Traditionally, using theoretical constructions, such models were models of stochastic signals, the envelope fluctuations were described by the laws of Rayleigh and Rayleigh-Rice. These models were used both for simulating signals reflected from the earth's surface, and for signals reflected from the sea surface. With low resolution of airborne radars, these models described the statistical characteristics of fluctuating signals quite well. Modern onboard locators have high resolving power and the Rayleigh and Rice models can no longer be used in the synthesis and modeling of modern on-board navigation systems.

In this paper, we propose an approach to the construction of models of location signals that uses both theoretical construction and experimental data, which allows us to take into account the features of the reflection of the location signals from small parts of the underlying surface of the earth and the sea, while taking into account both the correlation between the individual sections and the anisotropy of the reflections when observing areas from different angles. Reflections from the sea surface are approximated by a log-normal law, reflections from the terrestrial, in view of the variety of surface types, Beckman and Weibull laws, particular cases of which are the laws of Rice, Hoyt and Rayleigh.

These models can be used for high-precision mapping, monitoring environmental pollution, testing the operating modes of aircraft equipment.

INTRODUCTION

In recent years, the requirements for resolving power for the tasks of high-precision mapping of the earth's surface have been increasing every year. Therefore, the topic of mapping the terrain by synthesizing the aperture of the antenna from the aircraft's side remains relevant today, where it is necessary to achieve high resolution of the generated radar image.

This high resolution is determined by many factors, and in particular one of these factors are the fluctuations of the signal reflected from the underlying surface, by the characteristics of which we obtain information for the formation of the radar image. Known works that are devoted to synthesizing the antenna aperture are mainly based on the average properties of the reflecting surface.

In calculating these properties, the average power of the re-reflected signals are calculated from the basic radar equation. In fact, depending on the type of surface, signal fluctuations occur, which can worsen these characteristics. How much they get worse can be seen after the equipment is created. It is desirable for developers to have in advance a set of distribution laws for different types of surfaces and information on how they impair the potential characteristics of the elements of the resolution of the generated radar image, calculated in a theoretical way.

There is a considerable list of problems solved by radar survey. Important tasks of radar monitoring, performance solutions which due to improving prospects for radar image equipment includes the following: assessment of the characteristics of the environment and ecosystems (from regional to global), description of forest, agricultural and fishery ecosystems; Determination of the state of forest ecosystems, assessment of growth and condition of forest lands, detection of legal and illegal logging, assessment of the area and consequences of forest fires and floods, pyrogenic and post-identification of the size, nature and volume of water surface contamination, determining the area of leakage of combustible and liquid chemicals in disaster areas; Identification of zones of flooding and shallowing of the coasts of the seas and lakes; Monitoring in polar regions, including assessing the state of coastal ecosystems, assessing the state of marine areas; Production of cartographic works by land, sea surface, shelf, compilation, maintenance and updating of the land cadaster; Carrying out the cartography of sea ice and the evaluation of the ice deformation; Topology and lithological measurements;
The successful solution of this list of monitoring tasks is determined by the capabilities of information radio-electronic (primarily radar) systems capable of extracting information about the objects of observation contained in power engineering, the structure and polarization of the signal, and functioning in many frequency ranges of the electromagnetic spectrum.

**METHODS FOR MODELING THE ECHO SIGNAL FOR THE FORMATION OF SAR IMAGES**

There are two approaches to modeling the echo from the earth's surface. The first approach is the electrodynamic model, when the re-scattered signal is calculated by the Maxwell equations.

The second model, which has found application in practice and which describes the fluctuations of the echo, uses a statistical approach.

The first approach uses all possible approximations depending on the type of surface roughness, for example, small perturbation approximation, by the Kirchhoff method, by Rayleigh methods.

Another method, using the Feynman diagram method, requires cumbersome and complex mathematical computations and it is necessary to have a lot of prior information: about the reflecting properties of the signal, about the channel, etc.

In the second approach, which is used for designing systems, in which a statistical model of the echo signal on a computer is modeled. Computer simulation uses all possible laws for the distribution of signal fluctuations of the elements of the resolution of the underlying surface, which do not contradict the experimental data.

The simplest kind is a stable echo signal. The second kind, when there are many elements of the underlying surface or a digital map of the terrain in the simulation, fall into the elements of the resolution of the beam, then the fluctuations correspond to the Rayleigh distribution law. If there is a stable element in the signal, then Rayleigh-Rice. If the conditions of geometrical optics are not met, and there is a correlation between the elements, then there may be other laws. In particular, it very well approximates the experimental data - the Weibull distribution law, and for the sea surface the log-normal law. In some cases, the log-normal law is also used for hilly or undulating types of earth's surface. Other laws are also used, but we will limit ourselves to the following:

- Log-normal
- Weibull
- Rayleigh

Some laws are rarely found in the literature, or the amplitude of the echo is calculated at average power, but there is no information on how many fluctuations in the envelope amplitude of the echo, coordinated with a certain distribution law, affects the quality of synthesis, the resolving power of the radar.

Some of these laws follow from physical representations, and some laws are observed in practice and do not contradict real data. But in order to compare them one should calculate the signal-to-noise ratio (in terms of power) for each of the above distribution laws, which should be the same. In addition, since these are two-parameter laws, and the signal-to-noise ratio should be equivalent for all types of laws, it is necessary to show clearly how to specify the equivalence.

**THE METHOD OF FORMING A RANDOM MATRIX WITH A GIVEN CORRELATION FUNCTION**

We have an algorithm of a random signal with a given correlation function, we will form an algorithm for the random matrix.

1) We form the vector $\eta_{i,j} -$ the matrix of normally distributed independent random variables with zero means and unit variances $\eta_{i,j} \sim N(0,1), i = 1, \ldots, n \ j = 1, \ldots, m$

$$
\eta_{i,j} = \begin{bmatrix}
\eta_{1,1} & \eta_{1,2} & \eta_{1,3} & \cdots & \eta_{1,n} \\
\eta_{2,1} & \eta_{2,2} & \eta_{2,3} & \cdots & \eta_{2,n} \\
\eta_{3,1} & \eta_{3,2} & \eta_{3,3} & \cdots & \eta_{3,n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\eta_{m,1} & \eta_{m,2} & \eta_{m,3} & \cdots & \eta_{m,n}
\end{bmatrix}
$$

2) From the matrix $\eta_{i,j}$ we form $X_{i,j} -$ the matrix of normally distributed random variables, also with zero means and unit variances, but with an exponential correlation over the columns. The following are the recurrent form of the formula of each $j$-th column of the matrix $X_{i,j}$

$$
\eta_{i,j} \Rightarrow X_{i,j} = \begin{bmatrix}
x_{1,1} & x_{1,2} & x_{1,3} & \cdots & x_{1,n} \\
x_{2,1} & x_{2,2} & x_{2,3} & \cdots & x_{2,n} \\
x_{3,1} & x_{3,2} & x_{3,3} & \cdots & x_{3,n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_{m,1} & x_{m,2} & x_{m,3} & \cdots & x_{m,n}
\end{bmatrix}
$$

3) From the matrix $X_{i,j}$ we form $Y_{i,j} -$ the matrix of normally distributed random variables, also with zero means and unit variances, but with the addition of exponential correlation in rows.
\[ X_{i,j} \Rightarrow Y_{i,j} = \begin{bmatrix} y_{1,1} & y_{1,2} & y_{1,3} & \cdots & y_{1,n} \\ y_{2,1} & y_{2,2} & y_{2,3} & \cdots & y_{2,n} \\ y_{3,1} & y_{3,2} & y_{3,3} & \cdots & y_{3,n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ y_{m,1} & y_{m,2} & y_{m,3} & \cdots & y_{m,n} \end{bmatrix} \]

4) Form two matrices \( Y_{[n,m]} \) And from them to form two quadratures:

\[
U_{[n,m]} = \begin{bmatrix} u_{1,1} & u_{1,2} & u_{1,3} & \cdots & u_{1,n} \\ u_{2,1} & u_{2,2} & u_{2,3} & \cdots & u_{2,n} \\ u_{3,1} & u_{3,2} & u_{3,3} & \cdots & u_{3,n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ u_{m,1} & u_{m,2} & u_{m,3} & \cdots & u_{m,n} \end{bmatrix}
\]

\[
V_{[n,m]} = \begin{bmatrix} v_{1,1} & v_{1,2} & v_{1,3} & \cdots & v_{1,n} \\ v_{2,1} & v_{2,2} & v_{2,3} & \cdots & v_{2,n} \\ v_{3,1} & v_{3,2} & v_{3,3} & \cdots & v_{3,n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ v_{m,1} & v_{m,2} & v_{m,3} & \cdots & v_{m,n} \end{bmatrix}
\]

5) Set the variance matrices for two quadratures \( \sigma_{U} = \sigma_{V} = \sigma \), where \( \sigma_{i,j} \) – is the isotropic surface, with no shiny spots.

\[
\sigma_{i,j} = \begin{bmatrix} \sigma_{1,1} & \sigma_{1,2} & \sigma_{1,3} & \cdots & \sigma_{1,n} \\ \sigma_{2,1} & \sigma_{2,2} & \sigma_{2,3} & \cdots & \sigma_{2,n} \\ \sigma_{3,1} & \sigma_{3,2} & \sigma_{3,3} & \cdots & \sigma_{3,n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \sigma_{m,1} & \sigma_{m,2} & \sigma_{m,3} & \cdots & \sigma_{m,n} \end{bmatrix}
\]

6) Form a random Rayleigh field using two normally distributed quadratures, taking into account the dispersion matrix.

\[
A_{[n,m]} = \sqrt{\left(\sigma_{U}\right)^2 + \left(\sigma_{V}\right)^2}
\]

RESULTS
OF COMPUTER MODELING

There are different modes of mapping, we will consider the telescopic view mode, in which the selected portion of the earth's surface is irradiated multiple times and a high resolution is obtained from the angular coordinate. In this telescopic mode, there are difficulties. For example, if the aircraft is moving fast enough, it is possible to accumulate enough probing pulses, but the elements of the underlying surface are shifted from the pulse to the probe pulse. Then we need to take into account their correlation properties. Therefore, we assume that the velocity of the carrier is such that the displacement of the elements of the underlying surface is insignificant when viewed from pulse to pulse.

We confine ourselves to mathematical modeling of the mapping process under different types of distribution laws and visually compare them. The modeling algorithm is implemented in the MATLAB package. And there is an appropriate interface, which allows you to set all kinds of mapping modes (side, line and telescopic), set the initial parameters of modes and select the type of echoshi.

We will simulate the mapping process by synthesizing the antenna aperture using a telescopic view. During the observation of the site by the earth's surface, the center of the beam shifts to the center of the observation zone, at each radiation period of the probe signal pulse.

Now, in order to observe the characteristics of the elements of the radar image resolution after the synthesis, we introduce a test image where the echo from the elements of the underlying surface will fluctuate according to the equivalent distribution laws or will be stable.

RESULTS
OF COMPUTER MODELING

It is necessary to simulate a random field distributed according to the Rayleigh law arbitrary size by the algorithm given above. The results can be represented as:

![Figure 1- Random normal field](image-url)
According to the results of computer simulation, it is visually evident that the stable characteristics of the resolution elements after the operation of the radar image formation algorithm have been obtained with fluctuations of the echo signal according to the Rayleigh-Rice and Weibull distribution laws, and the worst resolution characteristics were obtained with the log-normal distribution law. Under the Rayleigh law, the results of the study were of a satisfactory nature.

CONCLUSION

Based on the results obtained, two conclusions should be drawn. From the first conclusion, it follows that the worst result is obtained with the log-normal distribution law, the best with a stable signal, whereas under the Weibull law, the particular case of which are the laws of Rayleigh and Rayleigh-Rice, the resolving characteristics are approximately the same.

Therefore, if a person wants to calculate his mapping system without even knowing the synthesizing algorithms, simulating an echo signal according to the log-normal law knows that this will give him the worst result of the radar image resolution performance, because the dispersion law is large, but it will be better if there will be other distribution laws of its characteristics.

The second conclusion is that, since some of the laws give the same result, and the Weibull law has invariance under reflections from the ground, the Weibull distribution is an excellent model for describing the echo signal.
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THE MODELING ALGORITHM OF ADAPTIVE KALMAN’S FILTER
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Abstract
Any measuring instrument has some inaccuracy, it may impact a large number of external and internal influences, which leads to the fact that obtained information will be noisy.

There are two ways of solving this problem: increasing the accuracy of measuring instruments and improvement of accuracy by statistical processing of the redundant number of measurements, which get a rating of the measured value. Improving the accuracy of measuring instruments requires a significant investment, while the statistical processing of the measurements in the presence of the computer is cheap and fast enough.

Today there are many methods of statistical processing of measurements. For dynamical systems in addition to Kalman’s filtering using filters of Wiener, Wiener-Hopf, etc. the Main advantage of Kalman’s filter is that it solves the problem in time domain, and not the frequency domain, also it is filter solution for multidimensional problems. The adaptive Kalman’s filter is currently used in many electronic and telecommunication systems. In this article, we consider the algorithm of Kalman’s filtering for estimating coordinates of the mobile object according to the navigation data from the accelerometer.

STATEMENT OF THE PROBLEM
Consider the problem when the data must be processed sequentially at a time on a rolling values. It is supposed to do with adaptive Kalman’s filter (picture 1).

If the random process obeys the Gauss law, the Kalman’s filter minimizes the mean square error for the extrapolated value estimates the position of an object in space. The Kalman’s filter can be generated for the coordinates of the movable object in one, two or three coordinates in one-, two- or three-dimensional measurements from the sensors the position of an object in space (gyroscope, accelerometer, and digital magnetic compass). For simplicity, further we consider the problem of filtering measurements with one sensor. Model of target movement is described as

\[
\begin{cases}
    x(k+1) = A(k) \cdot x(k) + v(k), k \geq k_0 \\
    y(k) = C(k) \cdot x(k) + w(k)
\end{cases}
\]

(1.1)

where: \( x(k0) \) – not subject to direct observation, the phase vector of dimension n, \( x(k) \) – the initial value vector \( x(k) \) given the covariance matrix \( P(k0) \), \( y(k) \) – measurable vector of dimension m, \( A(k) \) and \( C(k) \) – are known matrices of appropriate dimension, \( v(k) \) – a vector of disturbances of dimension n, \( w(k) \) – error of measurements of dimension m.

Visualize in details a scheme of the filter (figure 2).

It is necessary to construct a linear unbiased estimate of \( x(k) \) based on the sequences of measurement results \( y(k0), y(k0+1),…, y(k) \). This estimate is denoted by \( \hat{y}(k) \).

Error estimation we define as the difference \( x(k) \) and \( \hat{y}(k) \):

\[
\tilde{x}(k) = x(k) - \hat{y}(k)
\]

(1.2)
To solve the problem, it is additionally necessary to assume that there is no a priori information about the initial state of the system \((P(k_0) \to \infty)\). Then in the beginning, starting with the time instant \(k_0\), make measurements as long as the total number of separate observations will not be more than \(n\). After that, one can make an assessment.

\[
P(k_0) = \text{cov}(x(k_0)) = E((x(k_0) - Ex(k_0)) * (x(k_0) - Ex(k_0))),
\]

where: \(P(0)\) - the covariance matrix of the initial state vector.

For the solution assume that the value \(\hat{y}(k)\) and \(\hat{P}(k)\) at time \(k\) is known. Make an extrapolation of \(k\) thus the unknown disturbance \(v(k)\) remain unaccounted for.

\[
x^*(k+1) = A(k) * \hat{y}(k)
\]

(1.3)

Make an extrapolation of the value represents the totality of knowledge about the vector \(x(k+1)\). To identify the relationship between these two variables, replace

\[
\hat{y}(k) = x(k) - \bar{x}(k)
\]

(1.4)

\[
A(k) * x(k) = x(k+1) - v(k)
\]

(1.5)

Get:

\[
x^*(k+1) = x(k+1) -
\]

\[
- A(k) * \bar{x}(k) - v(k)
\]

(1.6)

The value representing an error \(A(k) * \bar{x}(k) + v(k)\) can be combined into a covariance matrix, we denote it \(P^*(k+1)\).

\[
P^*(k+1) = \text{cov}(A(k) * \bar{x}(k) + V(k)) =
\]

\[
= \text{cov}(A(k) * \bar{x}(k)) + \text{cov}(V(k)) =
\]

\[
= A(k) * \hat{P}(k) * A'(k) + Q(k),
\]

(1.7)

where: \(P(k)\)– the covariance matrix of estimation errors, \(Q(k)\)– the covariance matrix of the error disturbances.

Then \(P^*(k+1)\) can be interpreted as the error matrix extrapolation:

\[
P^*(k+1) = \text{cov}(x^*(k+1) - x(k+1))
\]

(1.8)

Making multiple transformations, obtain the following 3 equations filter.

\[
\hat{y}(k) = x^*(k) + K(k) * (y(k) - C(k) * x^*(k))
\]

(1.9)

\[
P^*(k) = \hat{P}(k) + K(k) * C(k) * P^*(k)
\]

(1.10)

\[
K(k) = P^*(k) * C(k) * (C(k) * P^*(k) + R(k))^{-1},
\]

(1.11)

where: \(R(k)\)– the covariance matrix of the measurement errors, \(K(k)\)– matrix gain.

Thus the goal is achieved. The result is identical to the algorithm of Kalman’s filter.

**THE USAGE OF THE KALMAN’S FILTER**

Numerical implementation of the filtering algorithm consists of the following steps:

- At the first stage existing estimate and its covariance matrix are extrapolated to the next interval.

\[
x^*(k+1) = A(k) * \hat{y}(k),
\]

(1.12)

\[
P^*(k+1) = A(k) * \hat{P}(k) * A'(k) + Q(k).
\]

(1.13)

- The following calculates the optimal gain matrix \(K\) and design estimation is improved using the new observations.

\[
\hat{y}(k) = x^*(k) + K(k) * \]

(1.14)

\[
*(y(k) - C(k) * x^*(k)).
\]

\[
K = \frac{P^*(k) * C(k)}{C(k) * P^*(k) * C'(k) + R(k)}
\]

(1.15)

- The last stage is determined by the covariance matrix of the new modified assessment.

\[
\hat{P}(k) = P^*(k) - K(k) * C(k) * P^*(k)
\]

(1.16)

The initial conditions are defined as follows. In the initial time \(k_0\) is the first observation of \(y(k_0)\). Before constructing a first assessment

\[
\hat{y}(k_0) = \frac{C' * R^{-1} * y(k_0)}{C' * R^{-1} * C}
\]

(1.17)

and determines a value of the covariance matrix \(\hat{P}(k_0)\):

\[
\hat{P}(k_0) = \frac{1}{C' * R^{-1} * C}.
\]

These expressions form the initial conditions for the recurrence formula.

The biggest advantage of the Kalman’s filter to estimate the coordinates of the movable object is that it guarantees a regular calculation of the gain of the filter. The main disadvantage is that when calculating the gain factor model of target movement is allowed with random linear measurements. In real situations the movement of the object may differ from a linear model of motion. In these cases, the Kalman’s filter is adjusted by
adjusting the covariance matrix $Q$ for an unknown random maneuver of the object.

**A RESEARCH OF THE REAL PRECISION**

Using of simulation, computer modeling studies of the real accuracy of the estimates of phase coordinates of the tracked object. Simulation on a computer is a simulation of the input signals $zu(k)$ and the processing of these signals by using algorithms. Simulation input $zu(k)$ represents a change of the phase coordinates of the true and noise observations $\xi_n$. Noise monitoring $\xi_n$ simulated with random numbers. Knowledge of the real error filtering allows us to assess the capacity of the developed filter algorithms in conditions close to real. Real accuracy is assessed by standard deviation estimates of phase coordinates by the number at least 100 realizations of formula

$$\sigma_{x_p}(k) = \sqrt{\frac{\sum_{j=1}^{N} (x(k) - x_{oj}(k))^2}{N-1}}$$  \hspace{1cm} (3.1)

where: $\sigma_{x_p}(k)$ - the average quadratic error of estimation of the phase coordinates of the target; $x_{oj}(k)$ - estimated values of the phase coordinates of the target j-th realization; $N$ – number of realizations.

**SIMULATION MODEL AND RESULT OF KALMAN’S FILTER**

To study the algorithm performance in the Matlab/Simulink program was developed for simulation modeling. The program consists of 3 units: a sensor simulator (model of the accelerometer), the Kalman’s filter, the block of determining the accuracy of measurements.

The first block simulates the movement of the target relative to the stations, calculating the current values of range, bearing and elevation angles of the target. Values are summed with noise, thus simulates the work of the respective channels of observations. The statistical processing unit is designed to assess the quality of the filter when multiple implementations of the session measurements. The data obtained in the simulator, and the evaluation algorithm compares and calculates the root mean square error of estimation.

The core in the simulated system is considered as inertial system consisting of the accelerometer and Kalman’s filter. Determine the impact of sensor noise on the output of the system and evaluate the performance of the filter.

We show the algorithm of Kalman’s filtering, for example. Suppose that a sensor should produce a clean sine wave with amplitude equal to 5, and frequent 50 rad/sec. Let the variance of the white noise is 9. Then the resulting values will be the following:

Simulate the system (Picture 3) and check its performance.

We show the algorithm of Kalman’s filtering, for example. Suppose that a sensor should produce a clean sine wave with amplitude equal to 5, and frequent 50 rad/sec. Let the variance of the white noise is 9. Then the resulting values will be the following:

Simulate the system (Picture 3) and check its performance.
As can be seen from the graphs, the filter adequately removes the noise signal. When calculating standard deviation, its value was 3.75.

PROSPECT FOR THE DEVELOPMENT OF THEM

The first possible development of the theme is to use multiple Kalman’s filters. This approach of using the interactive multi-model filters, each tuned to a predetermined model of the movement of the object in interactive multimode models operate at the same time; however, they are not used independently. Is it the mixing of the values of estimated for each model movement. The update equation for each model movement depends not only on the i-th model state but also from condition of all other motion models. These results are mixed with using the calculated probabilities of transition from one model to another.

The second branch of development in the refinement of estimates of the measured coordinates are the methods of aggregation.

CONCLUSION

The expediency of using Kalman filtering has been shown in navigation systems. The presented results provide the necessary processing algorithms and measurement data of inertial sensors that can directly be used by developers of Autonomous systems high-precision positioning of a person on the ground.

According to the results of the developed set of programs it is possible to formulate recommendations on changes to the software signal processing system for Autonomous navigation. The model can be easily adapted for testing the algorithms in real time.
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Abstract
The purpose of this article is to investigate the effect of compression of NLFM and LFM signals. Compression algorithms in the frequency and time domains are considered. A comparative analysis of compression characteristics is carried out.

INTRODUCTION

Using radar stations with pulse compression makes it possible to have high accuracy in measuring radar target parameters, high energy potential, and also high resistance to passive interference. Using NLFM and LFM signals makes it possible to simplify the digitization of radar data. Due to this, they can be used in radiotomography. The main task of radiotomography is a remote, non-contact study of hidden objects and their internal structure. Radiotomography systems can be used in security systems for screening people in order to prevent the transport of prohibited items. Also radiotomography can find application in systems of quality control and integrity of industrial products. Radio wave methods are relatively safe for humans and allow us to detect a wide class of objects, including dielectric ones. However, it is generally not possible to completely get rid of the interfering effects, therefore, usually they talk about different quality indicators, in turn, the compressed signal (shown in Fig. 1) customary estimated by the ratio of the main lobe level / side lobe level and the main lobe width.

FORMULATION OF THE PROBLEM

Let us study the characteristics of the compression of LFM and NLFM pulses. To do this, consider their mathematical models and compression algorithms in the frequency and time domains.

MATHEMATICAL MODEL OF LFM AND NLFM SIGNALS

Model of signal generation with linear frequency modulation:

\[ s(t) = A \cos (2\pi f_c t + \pi \frac{B}{\tau} t^2 + \varphi_0) \]  \hspace{1cm} (1)

where \( A \) – the amplitude of the signal, \( f_c \) – the carrier frequency, \( B \) – the width of the partial pulse band, \( \tau \) – the pulse width, \( \varphi_0 \) – the initial phase.

Fig. 1 – Characteristics of compressed signal

Fig. 2 – LFM-signal
Model of signal generation with non-linear frequency modulation:

There are different versions of the laws of nonlinear frequency modulation. In this paper, we investigate the harmonic law of NLFM, defined by the following equation:

$$\omega(t) = \omega_0 + \beta t + \Delta \omega \sin \Omega t,$$

where $\omega_0 = 2\pi f_0$ – Initial circular frequency, $f_0$ – Initial linear frequency, $\beta = \omega_d / t_u$ – rate of change of the circular frequency, $\omega_d = 2 \pi f_d$ – circular frequency deviation, $\Delta \omega$ – the value of the maximum increment to the law of frequency variation, $\Omega$ – frequency of change in the law of intrapulse modulation. While changing the frequency in accordance with the positive speed $\beta$, the phase is change according to the law:

$$\phi(t) = \omega_0 t + \frac{\beta t^2}{2} - \frac{\Delta \omega}{\Omega} \cos \Omega t$$

By adopting $m = \frac{\Delta \omega}{\Omega}$ rewrite expression:

$$\phi(t) = \omega_0 t + \frac{\beta t^2}{2} - m \cos \Omega t$$

When the signal phase changes, the LFM pulse will be described by the expression:

$$S(t) = \begin{cases} 0 > t > t_u & \text{if } \left[ \omega_0 t + \frac{\beta t^2}{2} - m \cos \Omega t \right] 0 > t > t_u \\ 0, t_u > t & \text{else} \end{cases}$$

As a result of the simulation, a NLFM signal is synthesized, it is depicted in Fig. 4

**COMPRESSION ALGORITHMS**

Figure 6 shows two approaches in digital signal processing to implement a matched filter that provides signal compression. In these cases, the input signal is a sequence of samples of a complex envelope formed using either a digital down-conversion or an analog multiplier followed by an analog-to-digital conversion in each baseband channel.

Figure 6a shows the implementation of a digital process providing convolution of signals in the time domain, which determines the efficiency of the matched filter for any signal used in the radar station. In this case, the discrete convolution is performed in the time domain by convolution of the input sequence of samples of the complex envelope after the digital down conversion of the frequency
and the sequence of samples of the impulse response of the matched filter.

Convolution in the time domain can be associated with laborious calculations, so a more cost-effective approach from the point of view of computational complexity is shown in Figure 6b, in which processing in the frequency domain is used to perform the convolution. The digital signal compression process in the frequency domain operates based on the properties of the Fourier transform, according to which the convolutions of two time sequences are equivalent to the product of the discrete Fourier transforms of each of the sequences.

![Convolution](convolution.png)

**Fig. 6:** a – Digital time-domain pulse compression processor; b - The digital pulse compression processor in the frequency domain

**SIMULATING RESULTS**

Let's begin to investigate the impact on the LFM signals. LFM signals have an interesting property. If the signal is applied to a frequency-dependent delay line whose signal delay time is large at low frequencies (in the initial part of the LFM signal) and decreases as the frequency increases in the chirp signal, then the output of such a line "compresses" the signal in one period High-frequency oscillation by summing the amplitude values of all signal periods. In this case, the amplitude of the output signal increases and the statistical noise decreases, since the noise, which are simultaneously summed for the same periods, is not correlated.

![LFM signal after compression](lfm.png)

**Fig. 7 – LFM signal after compression**

Next, we will investigate the characteristics of the NLFM signal:

![NLFM signal after compression](nlfm.png)

**Fig. 8 – NLFM signal after compression**

**RESULTS**

<table>
<thead>
<tr>
<th>Signal</th>
<th>LFM</th>
<th>NLFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main lobe / side lobes</td>
<td>85 Db</td>
<td>100 Db</td>
</tr>
<tr>
<td>The width of the main lobe, at -80 dB</td>
<td>$0,11 \times 10^{-7}$</td>
<td>$0,3 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

**CONCLUSION**

The models of Frequency Modulated signals, as well as models of compressed LFM and NLFM, are obtained.

The main characteristics of signals after compression, their comparison are considered. Based on this comparison, we can say that these signals differ little with such parameters, however,
the NLFM signal shows itself better than LFM according to the results of table 1. The simulation results obtained in this work are of great importance in studies related to noise immunity of transmitted information in communication channels, interference prediction and the choice of the characteristics of communication systems under disturbing conditions.
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